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This paper describes some past and current 
research activities at the IBM Thomas J. 
Watson Research Center. We begin with a 
brief overview of the emerging field of 
computer-integrated surgery, followed by a 
research strategy that enables a computer­

oriented research laboratory such as ours to 
participate in this emerging field. We then 

present highlights of our past and current 
research in four key areas-orthopaedics, 
craniofacial surgery, minimally invasive 
surgery, and medical modeling-and elaborate 
on the relationship of this work to emerging 
topics in computer-integrated surgery. 
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Computer-integrated surgery: an emerging 
paradigm 

Computer-integrated surgery (CIS) procedures will 

become commonplace in the coming decade, as present 

trends toward geometrically precise and minimally invasive 

surgery accelerate. These trends are driven by the desire 

for better clinical results, lowering overall costs through 

shorter hospital stays, shorter recovery times, and reduced 

need for repeated surgery. CIS procedures span the 

full spectrum of treatment, from diagnosis through 

preoperative planning and execution to postoperative 

assessment and followup (see Figure 1). Most of the key, 

enabling technologies are computer-based: 3D anatomy 

imaging, visualization, modeling, real-time sensing, 
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telerobotics, and systems integration. The emergence of 

very powerful, affordable computer workstations coupled 

with advances in image processing, graphics, simulation, 

and robotics has made surgical applications based on these 

technologies practical. Consequently, the pace of research 

and clinical activity is increasing sharply worldwide. 

Advances in medical imaging technology [ computed 

tomography (CT), magnetic resonance imaging (MRI), 

positron emission tomography (PET), etc.), together 

with advances in computer-based image processing 

and modeling capabilities, have given physicians an 

unprecedented ability to visualize anatomic structures 

in live patients and to use this information to improve 

diagnosis and treatment planning. Systems that combine 

this information with intraoperative
1 

sensing, manipulation 

devices, graphics, and a variety of other human-machine 

interfaces are expected to have a comparable effect on 

surgical execution. A number of systems have been 

developed for various forms of neurosurgical procedures 

[1-6), orthopaedics [7-11), eye surgery [12-15), 

craniofacial surgery [16, 17), and otolaryngology [5, 

18-20), among others. One common characteristic of 

these systems is that they rely on position sensing during 

the surgical procedure to augment the surgeon's ability 

to manipulate surgical instruments very precisely and to 

1 During surgery. 
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accurately execute a plan based on 3D medical images. By 

combining human judgment with machine precision, such 

systems permit a surgeon to perform critical surgical tasks 

better than an unaided surgeon, and enable the surgeon 

to do other tasks that could not be done at all. 

In conjunction with these trends, the number of 

minimally invasive surgical procedures, such as 

laparoscopic and endoscopic surgeries, has grown 

explosively over the past few years. Two salient 

characteristics of these procedures are that the surgeon 

cannot directly manipulate the patient's anatomy with 

his or her fingers and cannot observe the results of 

the manipulation. Instead, the surgeon must rely on 

instruments that can be inserted through a small incision 

or through the working channel of an endoscope while 

observing the manipulation on a TV monitor. The surgeon 

must often rely on an assistant to point the camera while 

the surgeon performs the surgery. The awkwardness of 

this arrangement has led a number of researchers to 

develop robotic devices for assisting in endoscopic surgery. 

Typical efforts include improved mechanisms with flexible 

endoscopes ( e.g., [21, 22)), specialized devices ( e.g., [23)), 

voice control for existing mechanisms ( e.g., [24 ]), simple 

camera-pointing systems [25-28], more sophisticated 

surgical-instrument-tracking systems ( e.g., [29)), sensory 

augmentation systems ( e.g., [30)), and full-blown 

"telepresence" systems [31, 32). While the details of such 

systems vary widely, they share the common characteristic 

of combining computation with novel mechanisms or 

sensors to significantly extend human capabilities. 

As the pace of innovation and clinical application has 

picked up, there has been a synergistic development of a 

new research community, reflecting the multidisciplinary 

nature of this work. This is reflected in books ( e.g., 

[6, 33)), dedicated journals and special journal issues (e.g., 

[34, 35]), and conferences and workshops (e.g., [36-38)). 

As often happens with emerging fields, a number of 

different names for the discipline have been used by 

different members of the community, with each name 

emphasizing different overlapping aspects of the 

underlying technology and the set of applications. 

Those in common use include "image-guided surgery," 

"computer-assisted surgery," "medical robotics," "medical 

virtual reality," "information-intensive surgery," and 

"computer-integrated surgery." Lately, we have tended to 

prefer "computer-integrated surgery," since it emphasizes 

the coupling of presurgical planning with intraoperative 

execution. 

Computer-integrated surgery at IBM Research 

For a computer-oriented industrial research laboratory 

such as ours, active and close collaboration with clinicians 

is essential if we are to have a significant impact on this 

emerging field. Computer-integrated surgery (CIS) 
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applications inherently involve the integration of many 
different computer-related technologies and their use 
in an often novel (to computer scientists, at least) 
environment. Continual experimentation and feedback 
from clinicians is needed to identify and understand the 
true problems in a particular application and to determine 
what will reallv work in a clinical environment. Similarly, 
both the unde�standing of problems and progress toward 
solutions is often best accomplished in the context of 
working, integrated surgical systems and systems that 
provide the infrastructure to facilitate progress on 
individual research components. 

Our strategy is summarized as follows: 

• Conduct applied research in partnership with clinicians at
leading medical centers and university medical schools.
Select problems that are important clinically, appear to
be solvable, require innovation, provide measurable
benchmarks on the way toward solution, and permit us
to develop capabilities that can be exploited in further
applications. Where a particular capability such as
image-based modeling of anatomy is fundamental to a
large variety of applications, conduct appropriate
research to address it, but use real applications to
measure progress and generate test cases.

• Develop integrated solutions combining appropriate
technologies such as image processing, modeling and
analysis, real-time sensing, and manipulation aids to
solve the problem. In doing so, try to understand how

these technologies interact with each other and with the
clinical environment in which they will be applied.

• Aim initially at preclinical
2 

demonstrations to promote
rapid technology development. Once a problem is
understood, develop an initial in vitro demonstration
of a possible solution on plastic models or similar
simulators to gain immediate end-user feedback. Then,
rapidly iterate generation of prototypes with end-user
evaluations to develop more realistic solutions on
(possibly) more realistic models and simulators.

• Transfer solutions into clinical use in partnership with
other groups and enterprises with the requisite
complementary skills to manufacture, market, and
support products in this area.

• Participate in the broader CIS research community

through scientific publications, conferences, research
collaborations, and similar means.

In implementing our strategy, we pursue a variety of
research activities both within our research group and in 
collaboration with others in IBM and elsewhere. We 
pursue a mix of "applications" research and "disciplinary" 
research motivated by identified clinical problems. Work 

2 Before use on human patients, 
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has been concentrated on three surgical disciplines: 
orthopaedics, craniofacial surgery, and minimal-access 
surgery. After close consultation with surgeons, we 
selected these disciplines because of their potential for 
automation and for the benefits they can provide. In each 
case, we believe that the use of quantitative information 
can make a significant difference in treatment outcomes 
and cost-effectiveness. The following sections describe 
each in detail. 

Orthopaedic surgery 

• Primary total hip replacement surgery by robot

Our initial involvement in computer-integrated surgery 
was a joint study between IBM and the University of 
California at Davis to develop a robotic system for 
preparation of the femoral canal in cementless total 
hip replacement surgery. 

Total hip replacement (THR) surgery is an orthopaedic 
procedure that replaces the ball-and-socket joint between 
the patient's pelvis and femur. 3 In THR. the socket is
replaced with a cup-like implant inserted into the patient's 
pelvis. The femoral head is cut off, and an implant 
containing the ball is inserted into a prepared hole in the 
femoral canal, as shown in Figure 2. In many cases, the 
implanted components are secured to the bone with 
biocompatible cement; however, about half of the 300 000 
THR procedures performed each year in the U.S. use 

3 So-called "primary" total hip replacement (PTHR) procedures are performed on 
hips that have not previously had THR surgery, and '·revision'· �otal �ip 
replacement (RTHR) rrocedure:-- are performed to replace a failed hip 
replacement 
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Figure3 

Cross-sectional views of holes for implants in human cadaver 
femurs: (a) manually broached; (b) robotically machined. The 

average shape error for robotic machining is less than 0.1 mm, 
compared to 1-4 mm for broaching. (Reprinted with permission 
from [7].) 

cementless implants, which rely on a press fit or growth of 
bone into the implant to provide "fixation" of the implant 
relative to the femur. Cementless implants require a very 
close fit between the implant and bone, both to achieve 
proper fixation and to provide proper stress transfer 
from implant to bone. Also, for the implant to function 
optimally, it should be positioned properly. Unfortunately, 
the standard manual broaching process to prepare the 
hole for the femoral component of the implant is rather 
crude. One study (39] found that only about 20% of the 
surface area of implants inserted into manually broached 
femurs actually touched bone, with the average gaps 
ranging from 1 to 4 mm. Further, the positioning of the 
hole relative to the femur is rather uncontrolled, and 
driving the broach too far can split the femur. 

The limitations of manual hole preparation led our 
surgeon collaborators, Dr. William Bargar and Dr. 
Howard Paul (then of the University of California 
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at Davis), to ask whether a robot might be able to 
significantly improve the precision of femoral canal 
preparation while reducing the chance of surgical 
complications associated with manual broaching. The 
resulting joint study involved a number of people at IBM 
Research, the IBM Palo Alto Science Center, and U.C. 
Davis. 

The system that was developed, called ROBODOC™, 
demonstrated an order-of-magnitude improvement in the 
accuracy of femoral canal preparation- for cementless 
PTHR surgery, and has been described extensively 
elsewhere (e.g., (7, 8]). Briefly, the system had to address 
the following requirements: 

• The surgeon needed the ability to plan the surgery from
preoperative data about the patient-i.e., to determine
which implant design and size to use and the_ desired
placement of the implant relative to the patient's femur.

Our planning system, called ORTHODOC™ (8, 40], 4 

provides an interactive environment, permitting the 
surgeon to do this planning from CT data. The surgeon 
interactively selects three orthogonal "slices" through 
the volume described by the CT data, which are then 
displayed as three 2D images. The surgeon then selects 
an implant design from a database of implants and 
interactively manipulates its position and orientation 
relative to the femur by selecting one of the 2D slice 
images and specifying a translation or rotation of the 
implant in the plane of the coordinate system of that 
slice. The 2D outline (projection) of the i11Jplant 
corresponding to each slice is displayed on the three 
2D slice images. 

Although this approach is quite simple, it has been 
very successful and popular with surgeons. First, it 
presents data in a format ( cross-sectional slices) that 
is familiar to surgeons. Second, manipulation of the 
implant's position is intuitively natural, even if 
occasionally cumber.some. Finally, the surgeon's 
judgment is relied on in the interpretation of CT density 
values, thus avoiding many problems associated with 
automated image interpretation. 

• The system needed a means to register the presurgical
plan with surgical reality; i.e., actual placement of the
hole with respect to the femur has to correspond with
the planned placement with respect to the CT images
of the femur.

For simplicity and accuracy, we chose to use 
implanted markers. Three titanium pins ( one in the 
greater trochanter and two in the femoral condyles) are 
implanted into the patient's femur before the CT scan is 
made. These markers are automatically located relative 

4 We use "ROBODOC" to refer to either the complete system or the operating­
room system, and "ORTHODOC" to refer to the planning system. 
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to CT coordinates by algorithms in ORTHODOC 

developed specifically for this purpose [7, 40]. In the 

operating room, the pins are exposed manually, and the 

patient's femur is rigidly attached to the base of the 
robot ( described below) by a specialized fixation device. 

A combination of manual guidance and tactile search 

with a probe inserted into the robot's cutter collet is 
used to locate the pins, and the transformation between 
the coordinates of the CT images and the robot cutter 
is computed. 

This method has proved to be accurate and robust; 

however, the necessity for a second (though minor) 

surgical procedure to implant the pins and some 

associated degree of patient discomfort mean that there 

is clearly room for additional improvement in this part 

of the procedure. 
• The system had to be able to cut the implant hole

accurately and safely under overall supervision of the

surgeon.

Our surgical robot is a modified IBM 7576 robot with 

an added pitch axis, six-degree-of-freedom force sensor, 

and high-speed cutting tool. During surgery, the force 

sensor is used for redundant safety checking, for tactile 

search for the locator pins, and for force-compliant 

motion-guiding by the surgeon. The robot's incremental 
precision, i.e., its ability to move short distances ( e.g., 
10-30 cm) from a known starting point or between two

defined landmarks, is very good (typically, 0.05-0.1 mm).
However, its uncalibrated ability to position the cutter
at a precomputed point relative to its base is limited.

To achieve the required cutting accuracy with an

incrementally precise but not particularly "accurate"

robot, we rely on a combination of calibration to
estimate key kinematic parameters and a "constant
orientation" cutting strategy to minimize the effect of

unmodeled parameters (7]. This strategy has been quite
successful. In vitro studies demonstrated shape-cutting

accuracies better than 0.1 mm and placement accuracies
of the order of 0.5 mm. Figure 3 compares results of

manual and robotic machining of the hole for the

implant. The system also includes specialized subsystems

for redundant safety and internal consistency checking

[41] and for keeping the surgeon informed of the

progress of the surgery, as well as a simple, sterilizable,

hand-held terminal for interacting with the system in the

operating room. The overall system architecture is

shown in Figure 4.

The prototype ROBODOC system (.Figure 5) was 

transferred to UC Davis, where Dr. Paul used it to 

conduct a successful clinical trial on 26 dogs needing 
hip surgery. Dr. Paul subsequently founded Integrated 

Surgical Systems (ISS), which reengineered the system to 

create a version suitable for use on human patients [8]. 
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and conducted a ten-patient clinical trial in late 1992. ISS 

is currently conducting a clinical trial on 300 patients at 
multiple sites in the U.S. It is also conducting clinical 

trials in Europe. 

This work illustrates several aspects of our overall 

research strategy. First, the application concept and 

requirements came from the surgeons who would use the 

system. The particular problem was chosen because it was 

important and challenging, but still feasible. In picking a 

technical approach, we tried to keep things as simple as 
possible while still meeting the design objectives. Getting 

a robot to work accurately and robustly in the operating 

room was challenging enough without our trying 

simultaneously to invent new image-segmentation 

methods, automated surgical-plan-optimization techniques, 

or other refinements. At the same time, in designing the 

system, we paid considerable attention to where such 

refinements might eventually go, and tried to make the 
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Surgical robot for hip replacement surgery. This photograph shows 
the ROBODOC system for primary total hip replacement surgery, 

in a human clinical trial. All of the robot (top) is covered with 
sterile plastic draping. The robot holds the cutting tool (to which 
the green hose is attached). (Reprinted with permission from [7].) 

system architecture as flexible as possible, yet effectively 

solving the particular problem. 

We found that preclinical demonstrations and rapid 

iteration were crucial to success. Hands-on experience in 

the laboratory was essential for the surgeons to become 

comfortable enough with the system to use it clinically. 

Perhaps more significantly, such experience was 

indispensable in promoting mutual understanding between 

the surgeons and engineers in the research team about 

what the stated system requirements really meant and also 

about what the system could and could not be made to 

do. Similarly, our relationship with ISS, which includes 

many members of the team that originally developed 

ROBODOC and which has very substantially refined the 

original system to make it suitable for human use, has 

been very useful for our research group at the IBM 

Thomas J. Watson Research Center, especially in 
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promoting better understanding of how real-world 

constraints help define and sharpen research problems. 

Finally, by demonstrating the practicality of using 

robotic systems to perform precise orthopaedic surgery, 

ROBODOC has attracted considerable interest in both 

the medical and engineering communities and has helped 

promote further research activities in a number of related 

areas. 

• Revision total hip replacement surgery

In cooperation with ISS, we are extending ROBODOC for

use in revision total hip replacement surgery (RTHR). In

RTHR, a failing orthopaedic hip implant is replaced with

a new one. The old implant, usually cemented into the

femur, is replaced with a cementless implant. The surgical

procedure thus comprises removing the old implant,

removing the cement, and fitting a new implant into an

enlarged hole broached in the femur. It is both difficult

and expensive. RTHR is becoming increasingly common as

the population of old implants ages. For example, in 1992,

over 28000 RTHR procedures were done in the United

States. The number of cases was increasing by

approximately 10% a year, and the average cost for

each case was approximately $24000 [42, 43).

RTHR is much more challenging than PTHR. It takes 

much longer, complications are commonplace, and 

hospital stays are longer. Intraoperative femoral fracture 

occurs in 18% of the cases. Removal of cement in the 

distal femur, especially the area near the remote tip of 

the implant, is particularly difficult and necessitates the 

surgeon drilling through the side of the femur in about 

10% of the cases. Available instrumentation for distal 

cement removal is often expensive, works well in only a 

fraction of cases, and can cause severe difficulties when it 

does not work. Since the patient has less good bone left, 

imprecision in preparing the femoral canal for the new 

implant is more likely to cause serious problems than with 

primary cases. Our goal is to provide the surgeon with the 

same advantages in accurate implant placement and "fit" 

as are provided by ROBODOC PTHR (potentially shorter 

hospital stays and faster healing), while providing very 

significant cost savings and patient benefits from 

substantially reducing the incidence of surgical 

complications and from reducing surgical times and blood 

loss. 

This work is in its preliminary stages, and we are still 

planning our detailed technical approach; however, certain 

aspects of RTHR make it particularly interesting from a 

research perspective: 

• Medical CT images often have significant reconstruction

errors, or "artifacts," in the vicinity of metal implants.

These artifacts degrade the quality of the image data

available for presurgical planning. Consequently, we are
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investigating techniques for mitigating the effect of such 

artifacts, for combining information from CT images 

with information from standard X-ray images, and for 

planning in the presence of degraded data. 

• RTHR procedures cannot always be preplanne� to the

same extent as PTHR procedures, both because of the

limitations of preoperative CT and because the surgeon

cannot always predict exactly what will be required to

remove the old implant from the bone. Consequently,

we are required to develop robust methods to verify that

the assumptions in the presurgical plan remain valid

intraoperatively and to give the surgeon the ability to

modify the plan, if need be, or to switch to another

predefined plan if it is more appropriate. We are

currently investigating a number of approaches based

on intraoperative X-ray imaging, both for registering,

or aligning, preoperative plans and models with the

actual robot and patient and as a possible basis for

intraoperative planning. One additional bonus of this

work is that it will provide a "pinless" registration

method that may also be suitable for PTHR and other

orthopaedic applications.

This work illustrates once more the problem-driven 

aspects of our strategy. As with PTHR, our goal is to 

solve a particular problem in a way that produces solution 

components that subsequently can be applied to other 

problems, and to do this through rapid iteration in 

partnership with the surgeons who will use the system and 

with the company (ISS) that will develop and deploy the 

system. 

• Implant insertability analysis

The ability of the robot to precisely machine complex

shapes to very tight tolerances can remove important

constraints in the design of customized orthopaedic

implants-constraints associated with the limitations of

the standard instrumentation used for manual preparation

of the femoral canal. This ability potentially permits more

optimal placement of off-the-shelf implants while

sacrificing minimal good bone. However, a tightly fitting

implant must still be insertable to its final working

position inside the canal without interference.

Determining the insertability of an implant into a canal

is thus an essential step in preoperative planning.

Insertability analysis of an implant into a canal is an 

instance of the so-called "peg-in-hole" problem, a classical 

and important problem in robotics. The goal is to compute 

an interference-free insertion trajectory for the peg into 

the hole from an initial to a final position. Solutions 

to the peg-in-hole problem have many applications in 

manufacturing, computer-aided design, and many other 

areas. In addition to medical implants, some specific 

examples are the design and analysis of molds so that 
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their contents can be removed and the design and analysis 

for assembly of tightly fitting parts in machines. 

We have developed a computer program, called Extract, 

for computing and visualizing the interference-free 

insertion path of an implant into a hole from computer­

aided design models of their shapes. The program 

formulates the problem as a peg-in-hole insertion problem 

for complex, tightly fitting, three-dimensional bodies 

requiring small, coupled six-degree-of-freedom motions 

in a user-specified direction. The program either finds 

a successful insertion path or reports the "stuck" 

configuration, in which case it identifies the surfaces 

causing the interference, facilitating the redesign of the 

implant and the hole shapes. Extract allows the user to 

view the insertion of the implant into the canal and the 

stuck configurations from different perspectives. The 

program is reasonably efficient. In about 30 minutes on a 

RISC System/6000® Model 530 workstation, Extract can

compute an interference-free insertion trajectory for a 

tightly fitting implant and a hole shape described with 

10000 facets to an accuracy of 0.01 inch. The program has 

been successfully tested on 30 real cases provided by 

Biomet Inc., a manufacturer of orthopaedic implants and 

other medical devices (44-46]. 

Extract computes an insertion path by formulating local, 

linearized configuration-space constraints ( described 

below) for small motions and solving a series of linear 

programming problems. The calculated path is specified by 

a sequence of configurations (positions and orientations) 

of the implant during its motion. The implant 

configurations are uniquely defined by three rotations 

8 and three translations p of the implant's coordinate 

frame with respect to a fixed coordinate frame. The small 
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Insertability analysis. Example of an insertion sequence of an 
implant stem (dark body) tightly fit into a canal (translucid body), 
from the initial inserted configuration (left) to the final working 
configuration (right). (Reprinted with permission from [46].) 

motions between successive configurations in the path are 
interference-free (to within a prespecified resolution) and 
define the insertion motion. 

To guarantee that the insertion path is interference­
free, the program formulates configuration-space 
constraints derived from the implant and hole shapes. 
These constraints specify the implant configurations for 
which the implant surface does not penetrate the hole 
walls. All configurations in the insertion path must satisfy 
the constraints. Configuration-space constraints are 
reduced to simpler local configuration-space constraints 
by observing that, because of the tight fit between the 
implant and the hole, the motion of any point on the 
implant surface is constrained by only a small portion 
of the hole surface in its immediate neighborhood (see 
Figure 6). Local configuration-space constraints are 
formulated for each pair of implant-surface point and 
hole-surface element (i.e., small area of the surface). 

To compute a single motion step, we formulate an 
optimization problem with the local configuration-space 
constraints in the neighborhood of the current implant 
configuration. The objective function T( E, a) represents 
the distance that an incremental translation E and 
rotation a of the implant will advance it in the insertion 
direction: along the axis of the hole. The solution of the 
optimization problem yields the largest interference-free 
insertion step in a small volume surrounding the implant 
configuration. The problem for the kth step is thus to 

where (E
k
, a

k
) represents the incremental motion taken in 

that step, subject to 
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i
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implant point j at the start of iteration k, v represents the 
insertion direction, (h

i
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h
i
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Extract actually determines a feasible insertion 
trajectory by first solving the reverse problem; i.e., it starts 
by placing the implant in the final (inserted) configuration 
and then computes repeated short-distance steps required 
to extract it from the hole. At each step, the pairing of 
implant-surface sample points to hole neighborhoods is 
updated, and a new (linearized) optimization problem is 
generated. Once the implant is free, the path is reversed. 
Figure 7 shows a typical insertion sequence. Although the 
trajectory seems simple, feasible insertion trajectories 
generally require rather complex six-degree-of-freedom 
motions to permit the implant to conform to the shape of 
the hole. Details of the algorithm, including a number of 
important refinements, and a more complete description 
of the problem formulation can be found elsewhere 
[44-46]. 

Craniofacial surgery 
Craniofacial osteotomies are often used to correct severe 
facial abnormalities associated with developmental defects, 
trauma, cancer treatment, or similar causes. In these 
procedures, the surgeon cuts the patient's facial bones 
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into fragments, rearranges them to give a more ordinary 

appearance, and reattaches them with screws and plates. 

Such procedures can produce striking results and have 

the advantage that the bone can grow with the patient; 

however, these long and tedious operations require 

extensive preoperative planning and high intraoperative 

accuracy. Although the number of major craniofacial 

operations is relatively small (between 3000 and 30000 per 

year, depending on what is counted), these procedures 

make an immense difference to the lives of patients. 

Further, the inherently three-dimensional nature of 

craniofacial surgery planning has made it an important 

application in three-dimensional medical imaging, 

modeling, and visualization [47]. 

In collaboration with Dr. Court Cutting from the 

New York University (NYU) Medical Center, we have 

developed a system for planning and assisting in 

craniofaeial osteotomies. The system, whose architecture 

is shown in Figure 8, consists of a CT-based modeling, 

analysis, and planning component and an intraoperative 

tracking system to assist the surgeon in carrying out the 

procedure accurately. As with ROBODOC PTHR, this 

system has been extensively described elsewhere ( e.g., 

[16, 47-50]). A brief summary follows. 

The planning system, developed by Dr. Cutting's 

group at NYU, builds 3D polyhedral representations of 

individual skulls from CT data. These models are analyzed 

to locate ridge curves, point landmarks, and surface 

patches corresponding to standard skull anatomy [47]. 

This process is performed for many normal skulls, and the 

results are combined to produce a statistical database of 
normal anatomy. To plan an individual surgical case, the 

system processes CT images of the patient to produce a 

3D model and (with minimal human interaction) locates 

ridge curves, point landmarks, and surface patches 

corresponding to an anatomical atlas. Given a possible 

set of osteotomy fragments, the system computes the 

rigid-body motion of each fragment that minimizes the 

difference between corresponding features on the patient 

and the normative model. For point landmarks, the system 

seeks to minimize the sum-of-squares distance between 

corresponding points; for ridge curves between landmarks, 

it seeks to minimize the sum-of-squares areas; and for 

surface patches, it seeks to minimize the sum-of-squares 

volumes. The NYU group has investigated various ways of 

combining these otherwise incompatible error measures to 

produce a single optimized result [47]. 

The planning system has several methods of defining 

where the osteotomy cuts should be made to produce a 

proposed fragment set. The most straightforward-but 

also the most tedious-is simple interactive definition by 

the surgeon, by means of standard computer-graphics 

tools. A more convenient alternative relies on the fact that 

there are fairly standard places for making the cuts. The 
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Operating room system 

• Real-time sensing 

• Plan tracking 

• Model-to-reality
registration

• Graphics, sµeech,
and otlulr human­
maclline interfaces 

system is able to use this information to generate a 

number of different proposed fragment sets, based on 

standard osteotomy strategies, produce the corresponding 

optimized relocation plans, and present the results to 

the surgeon, who can select the strategy that offers the 

best trade-off between optimized result and surgical 

complexity. The surgeon can then use this result as the 

starting point for more detailed interactive planning to 

adjust where the cuts should be placed or to override 

the recommended bone-fragment motions. A typical 

osteotomy plan for a patient with Apert's Syndrome is 

shown in Figure 9. 

The operating room system, developed primarily by 

IBM Research, assists the surgeon in accurately realigning 

the bone fragments in order to carry out the surgical plan. 

In present practice, most craniofacial surgery is performed 

freehand. The surgeon performs the osteotomies to 

free the bone fragments, realigns the fragments, and 

reattaches them with screws and plates, based on a visual 

appreciation of their desired relationship. Although 

making the cuts is not a problem for a good surgeon, 

achieving the desired alignment between fragments is very 

difficult to do without assistance. Even skilled surgeons 

find it extremely difficult to achieve an alignment better 

than about 5 mm with such an approach [47]. An 

alternative method, developed at NYU [51], uses multiple 
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(a) (c) 

(b) (d) 

Figure 9 

Craniofacial surgery presurgical planning. This component, 
developed by Dr. Cutting's group at NYU, assists the surgeon in 
planning optimized osteotomy strategies from patient CT scans. In 
this display, the wire mesh represents a normal skull, and the solid 
pieces are computer-optimized bone fragments for a patient with 
Apert's Syndrome. Diagrams (a) and (c) show the bone fragments 
in their normal positions, while (b) and ( d) show the bone 
fragments in their optimized positions. (Adapted with permission 
from [47].) 

custom fixtures wired to the patient's teeth to achieve 

somewhat better accuracy (estimated by Dr. Cutting at 

about 2 mm); however, this technique is cumbersome and 

time-consuming, and it sometimes requires compromises 

in the surgical plan. 

The key goals for the IBM intraoperative system were 

as follows: 

,. The system should accurately track and report to the 

surgeon the actual positions of the bone fragments 

relative to one another and to the skull base. 

Our approach relies on optical tracking of light­

emitting-diode (LED) markers affixed to the patient's 

skull, by means of a commercial 3D digitizer such as 

the Optotrak™ manufactured by Northern Digital, Inc. 

or the Pixsys™ system manufactured by Pixsys, Inc. 

Essentially, we affix three or more markers t_o each 
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potential bone fragment before any osteotomies are 

performed, and observe the fragment positions while 

simultaneously locating known anatomical landmarks on 

the skull with a pointing device upon which a number 

of LEDs have been mounted. The relative positions of 

the bone fragments after the osteotomies can then be 

determined from the observed marker positions. 

,. The system should assist the surgeon in manipulating 

the fragments into the desired configuration and then 

hold them in place while the surgeon attaches them to 

one another. 

Although, in principle, a robot holding one of the 

fragments could perform such alignments very quickly 

and accurately, and could l:ven continuously adjust its 

position to maintain a desired alignment between 

fragments, we have chosen a simpler solution based 

on a passive, remote-center-of-motion manipulation 

aid, shown in Figure 10. Each natural motion of the 

mechanism affects only one rotational or translational 

degree of freedom of a bone fragment or other object 

rigidly held at the remote motion center (sometimes 

referred to as the "fulcrum point"). This permits the 

surgeon to make an adjustment affecting only one or 

two degrees of freedom of a bone fragment at a time 

without disturbing the fragments that have already 

been properly aligned. 

The operating room system (see Figure 10), using a 

Northern Digital Optotrak digitizer with an accuracy of 

0.1 mm, has been demonstrated on plastic skull models. 

We have experimented with a variety of methods, 

including graphical displays and auditory pitch cues, for 

informing the surgeon of the relative fragment alignment. 

Six-degree-of-freedom fragment alignments to an accuracy 

of the order of 1 mm are achieved with this system in only 

one to two minutes, seldom requiring more than one or 

two readjustments of each motion axis. 

A version of the planning system is currently in clinical 

use at NYU Medical Center. Clinical versions of the 

operating room system are being developed by NYU. We 

expect that the technologies developed for this procedure 

will have broad application in orthopaedics, neurosurgery, 

biopsies, and many other domains, where significant 

research opportunities exist both in planning (shape 

analysis, optimization, model-to-patient registration, 

etc.) and in operating room technology. 

Our experience with this application illustrates the 

importance of working directly with a user in defining 

system requirements and of picking appropriate 

technology in addressing the problems. In this case, we 

were fortunate that our surgeon collaborator (Dr. Cutting) 

is himself a very good computer scientist who has long 

been a leader in computer-based surgical planning 

research. This certainly shortened the time required for 
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mutual education in the earlier stages of the project and 

in subsequent work. As more and more clinicians gain 

computer expertise, we expect that other groups will also 

find this to be the case. However, the crucial lesson 

remains. It is at least as important to have early and 

frequent input from a person who understands the 

problem to be solved as it is from the researchers who 

have ideas about the techniques that might be available 

to solve it. Building this partnership is an important 

key to success. 

Minimal-access surgery 

Minimal-access surgical procedures are carried out by 

inserting instruments through small incisions in the 

patient's body and using either endoscopic cameras or 

extracorporeal imaging devices such as ultrasound or 

fluoroscopy for guidance and feedback. Such "keyhole" 

surgery has seen remarkable growth in recent years. For 

example, it is generally estimated that from 60 to 80% of 

all abdominal surgeries will be performed laparoscopically 

by the year 2000. This rapid explosion has, to a large 

extent, been driven by patient demand. Surgery done 

through small incisions is often much less traumatic 

than the same surgery done through large incisions. 

Additionally, there is less postoperative pain, and the 

patient is able to resume normal activities much sooner 

than would otherwise be possible after open surgery. 

Unfortunately, these procedures also are more difficult for 

the surgeon to master, since direct eye-hand coordination 

is lost. 

We have an active joint study with the Johns Hopkins 

University Medical School on geometrically precise, 

image-guided, minimally invasive surgery. The initial focus 

of this activity has been the development of a robotic 

system, called LARS, to assist in laparoscopic surgery [29, 

52-57]. In laparoscopic abdominal surgery, a camera and a

surgical instrument introduced through incisions made in

the patient's abdomen are used to locate and manipulate

the patient's anatomy. Key tasks in such surgery include

camera pointing, tissue retraction, measuring, and

positioning a surgical instrument, all under the guidance

of images. Even the relatively straightforward task of

camera pointing is not always easy for human operators,

especially when angled or flexible endoscopes are used.

A computer-controlled device can potentially point the

camera better than the average assistant, provide the

surgeon with direct control over the viewing process, and

reduce the operating room staff. More importantly, such

devices can provide new capabilities, such as the ability to

locate lesions from real-time images (video, ultrasound,

etc.) and then deliver optimized therapy patterns planned

from preoperative CT or MRI.

Key attributes of the LARS system (Figure 11) include 

a novel surgical robot, a highly modular and potentially 
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Craniofacial surgery intraoperative system. The passive 

manipulation aid has a remote center of motion, or fulcrum point, 

that permits the surgeon to align one bone fragment relative to 

another, one degree of freedom at a time. A clinical version is 

being developed at NYU. (Reprinted with permission from [47].) 

low-cost control architecture, real-time processing of video 

images for measurement and guidance, and a variety of 

novel human-machine interfaces. To simplify control and 

to improve safety and accuracy, the robot has a natural 

"fulcrum point," or remote motion center, similar to 

that of the craniofacial system, at which rotational and 

translational motions are decoupled. For laparoscopic or 

other percutaneous applications, this fulcrum point is 

positioned at the point of entry to the patient's body. In 

other cases (such as radiotherapy or open surgery), it is 

positioned at the targeted anatomy. The controller is PC­

based and incorporates extensive hardware and software 

safety checking. The present embodiment is designed for 

rapid prototyping. We have shown that we can readily add 

additional actuators, reconfigure the manipulator, or even 

substitute an entirely different mechanical structure, with 

only minimal work. A relatively inexpensive controller 
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Laparoscopic surgery assistance system. This system incorporates 
simple image processing, human-machine interfaces, and a 
manipulator. (Reprinted with permission from [29].) 

optimized for a particular mechanism could be developed 

readily, with only minor software changes. 

One unique aspect of the LARS system is its user 

interface (Figure 12). In its present embodiment, the 

surgeon uses a small joystick device (functionally 

equivalent to a three-button mouse) clipped onto a 

surgical instrument held by the surgeon as the primary 

means of commanding the system. This device is used to 

designate anatomical features in the field of view of the 
camera, select operating modes, reposition instruments or 

cameras held by the robot, remember the positions of and 

return to key anatomical features, perform measurements, 

and perform other functions. All motion commands are 

defined relative to a coordinate system defined by the field 

of view of the endoscopic camera, and the system is 
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readily able to accommodate angled-view endoscopes. 5 

Another unique aspect is the system's ability to process 

video images from the laparoscopic camera and use the 

results to assist in the control of the robot. For example, 

the system can use stereo triangulation to accurately 

locate a designated anatomical feature and then 

automatically move an instrument held by the robot 

to the designated feature. 

By design, the LARS robot is slow. Since inertia effects 

and similar dynamic properties of the manipulator are 
negligible, low-level servocontrol can be extremely simple. 

Further, the decoupled structure makes standard 

kinematics calculations relatively straightforward. 

Nevertheless, design of a motion-control subsystem 

suitable for supporting the user interface posed some 

unusual problems, and our solution to them may be 

viewed as an example of our research strategy of using 

particular application problems to pose more general 

research problems and then using working systems as 

benchmarks to test the solution. 

In performing a particular motion task, the controller 

must consider a number of requirements: 

• The LARS robot is kinematically redundant-Le., it

actually has seven actuated ( driven by motors) degrees

of freedom: translation of the base in three dimensions,

instrument yaw, pitch, and roll, and insertion translation

(along the axis of instrument insertion). End-of-arm

tooling can add more degrees of freedom ( e.g., rotation

of the eyepiece about the camera). The system must

know how to exploit this redundancy to best accomplish

each task.

• The requirement that an instrument must pass through

a narrow entry portal somewhat constrains the robot's

available motion. Thus, when possible motions of the

end of the instrument inside the patient's body are

considered, the system may be kinematically deficient,

even though the robot is redundant. Depending on the

particular task being performed, the controller must
know how to trade off the available manipulability in

order to best achieve a desired result.

• Generally, there are a number of limitations on allowed

motion of different parts of the manipulator, including

intrinsic constraints such as joint motion limits, and

extrinsic constraints such as forbidden regions for an

instrument held by the robot ( e.g., "Do not poke the

scope into the liver").

In principle, for each situation, we could develop 

specialized code that would also be dependent on 

specialized knowledge of the manipulator structure; 

however, such a solution would be complicated and 

5 Endoscopes whose axes of view are at angles to their mechanical axes. 
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difficult to maintain. Instead, we require a systematic 
approach that permits us to combine a number of 
possibly competing requirements and that also insulates 
higher-level code from detailed information about the 
manipulator. Our approach is described more fully in [52]. 
Essentially, we formulate the problem of determining the 
manipulator-joint positions q(t) that will achieve a desired 
manipulator position and orientation as a quadratic 
optimization problem: 

min IIA(t) · q(t) - b(t)II 

subject to constraints 

C(t) · q(t) :o=: d(t),

where A(t) and b(t) are derived from the relative weights 
of different goals to be achieved, propagated through the 
kinematic equations of the manipulator. C(t) and d(t) are 
used to express constraints that must be obeyed, also 
propagated through the kinematic equations of the 
manipulator. We solve this problem in a discretized form, 

min IIA(t) · q(t) - b(t)II , 

subject to 

C(t) · q(t) '.'S d(t)

for multiple time steps t;- This scheme has proved to be 
both flexible and efficient. We achieve typical solution 
times of 50-65 ms on a slow (33-MHz '486) PS/2®. It has 
paid off substantially in simplicity of debugging and has 
been adapted to several very different manipulator designs 
( e.g., [55, 57]). 

The prototype LARS system has been used in vivo 
by our clinical collaborators at Johns Hopkins for 
both cholecystectomies (gall bladder removals) and 
nephrectomies (kidney removals). The reaction of the 
surgeons has been enthusiastic, and we are considering 
appropriate further steps to exploit the system's 
capabilities. 

Our present main focus is on applications that exploit 
the ability of the LARS system to accurately and quickly 
align an instrument on the basis of information obtained 
from images, as well as its flexibility and programmability. 
The sequence in Figure 13 illustrates the ability of the 
system, using information obtained by processing video 
images from the laparoscopic camera, to place a surgical 
instrument on a designated target. Figure 13(a) shows the 
experimental setup, consisting of the surgical robot 
holding a Storz therapeutic laparoscope, a rubber 
simulation of patient anatomy, and a small target to be 
grasped by a surgical instrument inserted into the working 
channel of the laparoscope. In this picture, the robot is 
draped as it would be in surgery. The figure illustrates 
force-compliant manual guidance of the robot. The robot 
enters this mode whenever the surgeon depresses two 
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In vivo video display with superimposed control menus. Shows 

typical video display (in this case, of a plastic simulated stomach) 

seen by the surgeon when using the system. The menus on the 

left-hand side of the screen correspond to control modes or robot 

functions. The "snapshot" images on the right-hand side 

correspond to previously saved robot views. Typically, the surgeon 

selects desired functions or robot positions by using the 

instrument-mounted joystick to position a cursor over the desired 

menu item and then "clicking" a button. (Reprinted with 

permission from [29].) 

buttons on opposite sides of the carrier of the surgical 
instrument. Figure 13(b) shows the display monitor 
after the surgeon has designated the target, using the 
instrument-mounted joystick to place cursor crosshairs 
on the image of the target. Figure 13(c) shows the 
scene just after the computer has located the target 
by multiresolution correlation. This view shows the 
correlation window tree [58]. Normally, this display is used 
for debugging and would be suppressed in production use. 
Figure 13( d) shows insertion of the instrument into the 
working channel. Figure 13( e) shows the scene during the 
pickup operation. The target appears to be off-center, but 
it is lined up with the working channel of the scope. 

We are extending the image-based navigation 
capabilities to include the ability to acquire fluoroscopic 
and other intraoperative images, register them with 
preoperative plans, and accurately place an instrument 
or therapy-delivery device (such as an injector for a 
radioactive pellet). Applications that we are exploring 
include percutaneous therapy of soft-tissue lesions, 
minimally invasive biopsy and treatment of bone tumors, 
and precise percutaneous spinal surgery. 

Another possible area of work is the integration of the 
existing software and system capabilities with either a less 
expensive LARS manipulator or one of several low-cost 
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vendor manipulators specifically designed for camera 

positioning. Advantages of this approach include 

significant functional improvement of existing camera­

pointing systems at low additional cost, and support for 

more sophisticated laparoscopic surgical applications 

requiring coordinated control of several manipulators. 

In one feasibility test [ 55], we constructed a simple 

robot with a passive "wrist" similar to that used in 

many camera-pointing systems (e.g., [28, 59]). We are 
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also considering possible application of LARS in a 

number of "remote surgery'' applications. 

Image processing and modeling 

The extraction of anatomical models from 3D images 

(e.g., CT and MRI scans), their quantitative analysis, and 

their registration to the anatomy or to other images, are 

essential components of many CIS applications. Such 
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models are necessary for preoperative diagnosis and 

planning, for intraoperative guidance and execution, 

and for postoperative follow-up. Our goal is to develop 

novel, general-purpose algorithms and techniques with 

broad applicability, both within the context of specific 

applications, such as orthopaedics and craniofacial surgery, 

and in nonmedical applications with similar needs, such as 

anthropology [60, 61]. 

One typical project of this nature is the development of 

automatic methods for simplifying complex 3D anatomical 

models. We have developed an automatic, adaptive, 

hierarchical simplification algorithm for polyhedral 

models, called "Superfaces" [62, 63). The key attributes 

of this simplification algorithm are that it preserves the 

topology of the original model, guarantees a provable 

approximation error bound, does not require any a priori 

knowledge of anatomy, and permits local substitution of 

higher-resolution models in areas of particular interest. 

Although a detailed description is beyond the scope of 

this survey, the basic steps are as follows: 

• Step 1 Superf ace creation

A "greedy" face-merging procedure is used to partition

the original model into quasi-planar regions called

superfaces. Figure 14(a) shows a typical output for a

skull model. Each colored patch corresponds to a

superface. Figure 14(b) is a closeup of the area in the

box in Figure 14(a). It shows the individual polygonal

faces of the original model. The face merging is

controlled so that a number of key properties are

guaranteed. The most important is that every vertex of

every original face subsumed into a superface is

guaranteed to lie within a specified distance of a plane

associated with the superface.

• Step 2 Border straightening

The boundaries between the superfaces are simplified

by selecting a subset of vertices shared by adjacent

superfaces to be endpoints for "superedges."

• Step 3 Superface triangulation

Triangulation points are determined for each superface

(i.e., points about which the polygon can be broken into

triangles). If necessary, a large superface may be resplit

into two or more smaller superfaces, each with its own

boundary and triangulation points. The algorithm

usually stops here, without actually generating triangles;

however, an explicit triangulated model data structure

can be produced from the superface boundaries and

triangulation points if this is required.

The method is computationally fast and produces 

reasonably good simplifications. For example, the 

algorithm simplified a polyhedral model consisting of 

196 200 polygonal faces, obtained from a CT scan of a 

plastic skull, to a simplified model with only 6320 
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Figure 14 

Phase I ( creation of superfaces) of superfaces algorithm. Each 

colored patch corresponds to a quasi-planar "superface": (a) the 
superfaces obtained by simplifying a model of a plastic skull; (b) a 

close-up of the output for the area in the box of (a), showing the 

individual polygonal faces of the original model. 

polygonal superfaces, while guaranteeing that every vertex 

of the original model was within one voxel-diameter6 

of some facet of the simplified model. Since many 

graphical and geometric algorithms perform calculations 

on one triangle at a time, one way of estimating the 

computational savings that may be achieved from the use 

ll A "voxel" is essentially the 3D equivalent of a 2D pixel. 
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Superfaces model simplification. The original model (a) has 196 200 
polygonal faces, yielding 349 800 triangles. The simplified model 
(b) has the same topology, but only 14686 superfaces, yielding
128 040 triangles.

of simplified models is to compare the number of triangles 
associated with an original polyhedron and the number 
associated with the corresponding superfaces model. 
In the example just cited, the triangulated form of the 
original polyhedral

1 

model had 349800 triangles, while the 
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simplified model had 78 002 triangles. If the allowable 
error bound is reduced from one to one-half voxel, the 
algorithm produces a simplified model with 14686 
superfaces and 128040 triangles. Figure 15(a) shows the 
original model, while 15(b) shows the simplified model 
with 14686 superfaces. Similar experiments have shown 
triangle reductions ranging from 4:1 to 12:1 on skull 
models, and up to 20:1 for skin, while maintaining a one­
voxel error bound, with average errors about 10% of the 
error bound. We are considering a number of ways to 
extend and exploit this approach. 

A second project is the registration of images from 
different imaging modalities, possibly taken at different 
times, such as preoperative CT scans and intraoperative 
X-ray images. Image registration consists of "aligning" the
images so as to have a common reference frame. The
aligned images can be used to monitor the progress of a
disease, to monitor a procedure, to execute a preoperative
plan, or to calibrate a robotic device. A number of
researchers (e.g., [64-69]) have addressed this problem in
various contexts, and it is a current topic of considerable
research activity in many groups. We expect to draw upon
and extend much of this work, while also focusing on
characterization of uncertainties associated with imaging
and sensor-alignment errors, computational efficiency, and
robustness of registration algorithms in the presence of
misalignments. One approach that we are pursuing
(similar in some respects to that of [65]) compares
observed X-ray images to predicted X-ray images
calculated from CT data. In the visualization shown in
Figure 16, edges from simulated projection X-ray images
computed from preoperative CT data for a cadaver femur
are shown in yellow. from an actual X-ray are
shown in blue. Edge elements appearing at the same place
in both images are shown in red. The overlaid image
appears red where the two images are both bright.

Another approach we have taken (similar in some 
respects to that of [66]) generates a model of the surface 
of the anatomy from 3D CT data and compares 2D 
silhouettes of this 3D preoperative surface model with 
2D contours detected from the intraoperative X-ray data 
(multiple X-rays may be used). In this approach, tentative 
2D correspondences between points from the projected 
surface model and the detected X-ray contours are 
automatically generated by means of an algorithm that 
finds the shortest distance between a point and a 
polygonal curve. The coordinates of the corresponding 
pairs of points are given in the coordinate systems 
associated with the X-ray views. 

The object of the registration process is to find the pose 
of the X-ray source with respect to the 3D anatomy from 
the planar X-ray information and the 3D surface model 
of the anatomy derived from CT data. At each iteration 
of the registration algorithm, an incremental combined 
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Registered CT and X-ray images. In this visualization, edges from 
simulated X-ray images based on a predicted X-ray camera model 
and preoperative CT data are shown in green. Edges from an actual 

X-ray are shown in blue. Edge elements that appear at the same

place in both images are shown in red. The overlaid image appears

red where the two images are both bright. The dots are small steel

spheres imbedded in the test fixture that holds the bone.

rotation and translation of the CT model with respect to 

the assumed X-ray source position is computed so as to

minimize the objective function, which is the sum of 3D 

distances between the 3D model surface points and 3D 

lines joining the X-ray contours and the optical center of 

the X-ray system. Several computational methods (linear, 

nonlinear, and statistically robust) have been used and 

compared for computing the optimal registration. The 

process of finding correspondences and computing an 

optimal pose of the X-ray source is repeated until a 

prespecified registration accuracy (value of the objective 

function) is obtained, or until the registration is no longer 

improved. Experiments on simulated data have shown 

that, with random initial displacements, a registration of 

the perspective projection of the 3D surface to the actual 

X-ray data can be obtained with maximum errors of

1-2 mm. The computational expense for the registration

was typically 20 seconds of CPU time on an IBM RISC

System/6000 58K workstation.
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Model-based 2D-3D registration using contours: (a) the predicted 

2D projected contour of a CT-derived polygonal model of a knee 
(red) superimposed on contours extracted from an actual X-ray 

image of the knee (green). The gray lines represent tentative 
pairings between points on the contours. (b) is a comparable image 
obtained after the X-ray camera pose estimate has been refined. 

Figure 17(a) shows a 2D silhouette of the CT model 

superimposed on the contours extracted from an actual 

X-ray image of the knee part of a femur. The silhouette

of the CT model is shown in red, whereas the extracted

X-ray contours are shown in green. The gray lines between

the red and green curves show tentative assignments of

corresponding points, which are automatically computed

by means of a closest-point finder. Figure l 7(b) shows

improved alignment of the projected CT model to the

X-ray image after registration.

Conclusion 

Computers and computer-controlled devices have 

enormous potential to augment the ability of human 
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clinicians to plan and carry out surgical procedures. For 

this potential to be realized, close cooperation among 

engineers, computer scientists, and users is essential. This 

summary has provided a brief overview of the strategy of 

the Computed-Integrated Surgery group at the IBM 

Thomas J. Watson Research Center, and has provided 

a few examples of our activities in implementing our 

strategy. This is a relatively young field, and much is yet 

to be done if this technology is to have its full impact on 

health care; however, we are excited by the prospects and 

look forward to exploring the possibilities. 
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