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Abstract

Wireless mesh networks extend the connectivity range ofilemdevices by using mul-
tiple access points, some of them connected to the Intdmeteate a mesh topology and
forward packets over multiple wireless hops. Mobile clgesthould be able to freely roam
within the area covered by the mesh and maintain their cdivitgat all times.

This thesis presents the architecture and protocols ofrgtarfansparent wireless mesh
system that offers seamless, fast handoff, supporting ¥otPother real-time application
traffic for any unmodified 802.11 device. The entire mesh pédtvis seen by the mobile
clients as a single, omnipresent access point. Accessspmntinuously monitor the con-
nectivity quality of any client in their range and efficign8hare information with other
access points in the vicinity of that client to coordinate aecide which of them should
serve the client. We first show an intra-domain handoff proktdhat transfers connectiv-
ity between the access points serving the mobile device. h&le show an inter-domain
handoff protocol that transfer connectivity between asqesnts connected to the Internet.
Both handoffs, which can occur simultaneously, maintairpedviously opened connec-
tions while transferring them as fast as possible withoytiawolvement from the mobile
device. Experimental results on a fully deployed mesh ndtwiemonstrate the effective-

ness of the architecture and its handoff protocols.
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Chapter 1

| ntroduction

Wireless networks have changed the way people connect tmtiimet, giving users
the freedom to connect from anywhere within the coverage afa wireless access point.
Wireless Mesh Networks extend the wireless coverage araa atcess point by having
only a few of the access points connected to a wired netwardk,allowing the others to
forward packets over multiple wireless hops. A mesh netegdn span a large geograph-
ical area and Internet connected access pointsrfiet gatewaysmay reside at different
network domains, effectively creatingraulti-homedwireless mesh network.

When a user moves outside the range of an access point aret tboanother, it
switches its connectivity to the closest access point. Thimectivity change involves
a transition fandoff) before being able to route packets to and from the new aguess
Maintaining connectivity requires a handoff at two levefs intra-domain handoff is re-
quired to transfer connectivity between the access poerisrgy the mobile device. At a
higher level, an inter-domain handoff between access poimtnected to the Internet may
be required on existing Internet connections. Both hasdefhich can occur simultane-

ously, must maintain all previously opened connectiondeMinansferring them as fast as



possible. Ideally, the handoff should be completely transpt to mobile clients. There
should be no interruption in network connectivity, and tloeneunication protocols in-
volved should follow the standards deployed in regular lese devices. We call a wireless
network that offers such a servics@amlessvireless mesh network.

While cell phone networks solve the handoff problem usirgnaling embedded in
their low-level protocols, there are currently no efficigninsparent handoff solutions for
wireless 802.11 networks. Most wireless mesh networksytogiguire specially modified
clients in order to transfer connectivity from one accessto the next. Others, even if
they give the appearance of continuous connectivity to eniog client, provide connec-
tions that are in fact interrupted when a client transfessflone access point to the next,
with delays that can be as long as several seconds. For sgrieatipns (e.g. transfer-
ring files), this delay is acceptable; however, it is far tond for real-time traffic such as
interactive Voice over IP or video conferencing.

This thesis presents the architecture and protocols ofrdtariansparent wireless mesh
network that offers seamless fast handoff, supporting \@wi& other real-time application
traffic. All the handoff and routing logic is done solely byethccess points, and therefore
connectivity is attainable by any 802.11 mobile deviceardtess of its vendor or archi-
tecture. In order to provide this level of transparency tditgoclients, our approach uses
only standard network protocols. The entire mesh netwosdeen by the mobile clients
as a single, omnipresent access point, giving the mobimtdithe illusion that they are
stationary.

A software system called SMesh [1] was created to enable psrsue the research
presented in this thesis with a practical approach. Theesystas deployed throughout

various building at The Johns Hopkins University main campnd made available as



open-source for others to deploy. Our experiments wereuwaiad with real clients moving
throughout the SMesh deployment, demonstrating the peeice of our protocols in a

realistic environment.

1.1 Highlightsand Contribution

We present a new architecture and algorithms for provideagdess connectivity and
fast handoff to mobile clients. The approach requires tleprvide intra-domain handoff
when the client moves between access points, and interiddmadoff when the client
moves between mesh nodes connected at different networkidem

Fast intra-domain handoff is achieved by controlling thedwadf from the mesh infras-
tructure and by using multicast to send data through meltgalths to the mobile client
during handoff. Mobile clients are handled by a single asgasnt during stable connec-
tivity times. During the handoff transitions, our protosaise more than one access point
to handle the moving client. Access points continuously meorthe connectivity quality
of any client in their vicinity and efficiently share this artation with other access points
in the vicinity of that client to coordinate which of them sha serve the client. If multiple
access points believe they have the best connectivity tolalendient, and until they syn-
chronize on which should be the one to handle that clieng datkets from the Internet
gateway (or another source within the mesh network) to tlemichre duplicated by the
system in the client’s vicinity.

Fast inter-domain handoff is achieved by using multicastigs through the wired net-
work to coordinate decisions and seamlessly transfer aioms between Internet gate-

ways as mobile clients move between access points. New ctbong always use the



closest Internet gateway at the time of their creation, evbiisting connections are for-

warded through the wired infrastructure to the Interne¢gal where they were originally

initiated. As the handoff process requires routing agregraed transferring connections
between the involved Internet gateways, our protocol quees that packets are routed
correctly, at all times.

While duplicating packets and tightly coordinating accpssits in a client’s vicinity
may seem to incur high overhead, this thesis will quantifydkierhead and demonstrate it
is negligible compared to data traffic.

We also show how our system supports peer-to-peer commniiamdaetween mobile
clients by providing automatic routing for clients conrestto the mesh. The forwarding
and coordination between the access points is done usirfgpies messaging system [2]
that provides efficient unicast, anycast, and multicastroamication.

The main contributions of this thesis are:

e The firstseamles802.11 wireless mesh network with fast handoff that suspexl-

time applications such as interactive VoIP and video c@mfeing.

e A simple and practical architecture that seamlessly iatiegr wired and wireless

connectivity in multi-homed wireless mesh networks.

e Novel use of multicast for localized access point coordamatn tracking mobile
clients, for robust mesh to client communication duringardomain handoff, and

for communication between Internet gateways during idterain handoff.
¢ Novel use of anycast for mobile client to mesh Internet gajfegommunication.

¢ Innovative use of the DHCP and ARP protocols for monitoriogreectivity qual-

ity of mobile clients and for creating a single, virtual assgoint throughout the

4



wireless mesh.

1.1.1 ThesisOrganization

The rest of the thesis is organized as follows: The next@eaverviews related work
in wireless mesh networks, intra-domain handoff, and idtanain handoff. Chapter 2
describes our wireless mesh system, SMesh, and preseatshitecture, seamless con-
nectivity and monitoring of mobile clients, and how SMesingparently routes packets
through an overlay network with a generic interceptor. Gdap presents our fast intra-
domain handoff protocol, which includes client monitoringpbility management, and fast
handoff approach. In Chapter 4, we present our fast interaiio handoff for multi-homed
wireless mesh networks and how TCP and UDP connections paeately handled to cor-

rectly route these packets. Chapter 5 summarizes our batitth and concludes the thesis.

1.2 Related Work

Much of the work on handoffs in 802.11 wireless networks seesially trying to dupli-
cate the successful handoffs that already exist in cell pim@tworks when a mobile device
roams between towers. By requirement, a cell phone handadt ime quick enough to
support full-duplex voice communication without a peredile gap in either voice stream.

Seamless mobility in wireless mesh networks must accouméwement at two differ-
ent levels: intra-domain, between access points, and-duerain, between Internet con-
nected access points potentially connected on differemtar&s. As such, our work re-
lates to previous work on wireless mesh networks, intra-@arhandoff, and inter-domain

handoff. In addition, our approach benefits from the richofetervices overlay networks



provide.
Good surveys addressing all of these areas were overviewédyildiz et al. in [3]
and [4]. Note that related work may also refer to intra-dantaandoff agnicromobility

and to inter-domain handoff as a formmgacromobility

1.2.1 WirelessMesh Networks

There has been a considerable amount of work on wireles$psed networking. One
of the first commercial mesh networks was Metricom’s Ricoctegwork [5] in the mid-
90s. Ricochet nodes automatically routed client traffiotigh half-duplex wireless hops
until reaching a hardline connection.

When the 802.11 standard was ratified in the late-90s, otleshmetworks started to
emerged. One of these is the MIT Roofnet [6], [7] project vehtams of access points
with roof mounted antennas formed a mesh around campus.nBsoémphasis is more
on route maintainability and optimization than on handiffgacclient’s connection. Many
other community and commercial mesh network implememataiso exist, such as Rice
University TAPS in Houston [8] and Urbana-Champaign Comitydireless Project [9].

Microsoft Research has also done notable work in the areaeshmetworks. Their
Mesh Connectivity Layer (MCL) [10] creates a wireless mestwork between Windows
clients. Their approach focuses on efficient routing prok®along with the unique sup-
port for multiple radios on each node. Adya, Bahl, Wolmarg @hou have shown [11]
that using multiple radios on a mesh node combined with snoaiting algorithms [12]
will dramatically improve the throughput of a wireless megtwork. Their work necessi-
tates a specific network driver on all mesh network partigipaincluding the clients. Our

approach requires no such modification to clients, and wacksss a variety of operating



systems.

The IEEE 802.11s Mesh Networking standard, analyzed by GardgKnightly in [13],
specifies three different types of mesh nodes. Mesh poinB (Ntludes all mesh nodes
that participate in the wireless backbone to increase th&hmennectivity. Some mesh
points serve as mesh access points (MAP), providing comitgdb clients within their
wireless coverage area. Also, some mesh nodes may servesasporeals (MPP), con-
necting the wireless mesh to an external network such asitemet. In our approach, we
assume that every node is potentially an access point, asddses the availability of the
system. Furthermore, other than Internet connectivityna&e no distinction between the

capabilities available in nodes that are simply MAP, MPRath.

1.2.2 Intra-domain Handoff

Cell networks achieve smooth handoff by sharing infornmabetween towers about a
given mobile device. This session data is used for routingsopdated whenever a phone
switches cells [14], [15]. The 802.11 standard lacks thedlbfirmechanisms available in
today'’s cell network protocols.

Mishra, Shin, and Arbaugh [16] analyzed the link-level hafhderformance in current
802.11 hardware. Approximately 90% of a handoff delay istattable to the client adapter
scanning for its next AP. Their experiments also illustthig the practical handoff delay
can vary widely depending on the vendors used for the clietwark card and the AP. Vatn
[17] investigated the latency effects of a wireless handoffoice traffic. His conclusions
echo those of Shin and Arbaugh in that the handoff latencyveay widely depending
on the hardware vendor used. Since our approach does nateregassociation during

handoff, we do not suffer from these vendor specific delays.



Ramani and Savage [18] recently demonstrated that a quikKdivel handoff is pos-
sible on 802.11 networks when the client monitors the signality of access points and
uses a fast scanning mechanism to listen to all APs in rangkedose the best one. Their
SyncScan system has achieved an impressive handoff as Ibwnas The fast scanning
is achieved through driver modifications to a client’s netnadapter. In the contrary, our
approach uses any unmodified 802.11 client.

Two well known general approaches to intra-domain handeffGellular IP [19] and
Hawaii [20]. A comparison is presented in [21]. In Hawaii, Wandoff-Aware Wireless
Access Internet Infrastructure, messages are exchangeddrethe old gateway and the
new gateway for forwarding packets. Cellular IP estabbsioeites based on traffic from the
client, and handoff takes place when a cross-over routeishred. However, applications
like Push-to-Talk [22] may require packets to be sent to heodients that are only re-
ceiving traffic. In addition, these approaches rely on ¢t#enitiating the handoff process,
and do not address the link level handoff delay present inl808etworks when clients
reassociates with another access point. Other approaschesa-domain handoff, such
as TMIP [23] and [24], improve handoff latency in 802.11 netké but do not overcome
these limitations. Other general approaches such as IDBIP$2IIP [26], and HMIP [27]
focus on hierarchy to reduce the global signaling load torowe scalability. In contrast,
we provide a complete link-level and network-level solatand propose a novel approach
for controlling the handoff from the infrastructure.

In [28], Caceres and Padmanabhan propose the use of gustUMeP messages to
achieve transparency in the wired infrastructure duringdo#s. In their approach, mobile
clients initiate the handoff themselves, and the accesggsend gratuitous ARPs to their

upstream routers to create the illusion that mobile clianésalways connected to the wired



network. The approach requires all access points to betljimnnected to the same wired
ethernet network.

Seshan, Balakrishnan, and Katz used a multicast approdlch Daedalus project [29]
to ensure timely delivery of client traffic during a handoffa cell-based wireless computer
network available in 1996. Their handoff implementatiosuiéed in a delay as low as 8-15
ms without any lost packets on a 2 Mbps link. In Daedalus, dmd® station was con-
nected to the same Ethernet network. A non-primary basesta¢ar a client would join
a multicast group unique to the client to ensure that it counlthediately begin forwarding
packets if it became the primary serving base station. Itrashto our approach, handoff
in Daedalus was initiated by the client upon receiving argjes signal from a new base
station.

Helmy, Jaseemuddin, and Bhaskara show in [30] how fast Hibodo be achieved in
wireless networks by requiring mobile clients to expligithin a multicast group to which
packets are multicast-tunneled through the infrastrectMiulticast during handoff, refered
to as simulcast, is also used during handoff in S-MIP [264 thfferent approach, Forte and
Schulzrinne [31] propose a scheme where clients collabamahulticast groups with each
other clients in their vicinity to share useful informatiabout the network and improve
handoff performance. Our approach does not require anyfioatiibns to the mobile client
thus supporting standard mobile devices of any architeauoperating system.

The IEEE has also been working on standardizing handovevifetess IP networks at
two different levels. The 802.11r standard aims at progdast Basic Service Set (BSS)
transition by allowing clients to use their current accesimijpas a conduit to other access
points. The 802.21 standard aims at providing handoverdmwdifferent network types,

commonly known as media independent or vertical handovbes& approaches require



modifications to the 802.11 standard, and so to the accestsoid to every client device.
In our approach, no modifications are necessary.

Existing experimental wireless mesh testbeds that supfpent mobility include Mesh-
Cluster [32] and iMesh [33], both of which work with mobileantts in infrastructure mode.
MeshCluster, which uses MIP for intra-domain handoff, shaWatency of about 700 ms
due to the delay incurred during access point re-assogiatia MIP registration. iMesh
also offers intra-domain handoff using regular route ueslatr Mobile IP. Using layer-2
handoff triggers (no moving client), handoff latency in ishetakes 50-100 ms. The ap-
proach was later used in a more realistic environment foravipg VoIP performance in
mesh networks, with similar results [34]. SMesh [35, 36]yiies 802.11 link-layer and
network-layer fast handoff by working in ad-hoc (IBSS) mpdentrolling handoff from
the mesh infrastructure, and using multicast to send datadi multiple paths to the

mobile client to deal with incomplete knowledge and unprtatle moving patterns.

1.2.3 Inter-domain Handoff

Two general approaches for supporting inter-domain hdraaefMobile IP (MIP) [37]
and Mobile NAT [38]. In MIP, a client binds to an IP addressleg Home Agent (HA). As
the mobile client moves to a different access point or dopmaiaceives a Care-of-Address
(CoA) from a Foreign Agent (FA). The mobile client then regrs its new CoA with its
HA, and data is then tunneled through the HA. Our approacls adoé¢ require binding
the mobile client to a specific Home Agent, but rather tieheamnection to the Internet
gateway that is closest at the time the connection is ieitiat

In Mobile NAT, a client receives two IP addresses through & binding address

for the network stack, and a routing address that will beblgsin the network. As the

10



mobile client moves to a different domain, the client mayeree a new routing address.
However, as end-to-end connections were initiated fromlfhaddress of the network
stack, which remains the same, existing connections wilinaéntained. The approach
requires modifying the mobile client network stack to be @naf the protocol, and also
changes in the standard DHCP protocol. Our approach doesaquite any modifications
to the mobile client or the DHCP standard.

Many reactive approaches have been proposed to addrestselntennectivity in wire-
less ad-hoc networks [39—43]. Some of them provide good ectivity while paying the
cost of a fairly high overhead due to periodically advertisats from Foreign Agents,
while others adjust slower, using a reactive approach aoadwmast advertisements to find
Foreign Agents on demand. A hybrid approach that achievesdme connectivity as in
pro-active protocols but with less overhead was proposé¢ddin These schemes usually
share similarities with Mobile-IP and although they ardahie for ad-hoc networks, they
do not perform well in wireless mesh networks. Backbone sadea mesh network are
stationary, as opposed to the nodes in ad-hoc networksntgapace to more efficient
protocols that exploit the relative stability of the meshies.

Our work also relates to hybrid networks that connect sonth@hodes through the
wired network to improve efficiency in the use of the wirelepgctrum [45]. An interest-
ing problem addressed in [46—49] deals with interconngatiiteless LANs with cellular
networks. This problem is complementary to our work, whisbuses on interconnecting

wired and wireless networks.
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1.2.4 Overlay Networks

Overlay networks enable developers to implement new ses\do top of the IP network
infrastructure without requiring special support from thederlying network. They are
usually built as application level routers to ensure flditypand usability across platforms,
at the cost of requiring packet to traverse through useresgacamples of application level
overlay routers include RON [50], End-System-Multicadt][%and Spines [2,52].

RON routes packets through a user level router on an ovedawyank to increase the
reliability of the end-to-end path when compared to usirgthderlying direct path. End-
System-Multicast also routes through an application motdesupport overlay multicast
without infrastructure support.

Spines is a more generic overlay network that provides paesit multi-hop unicast,
multicast and anycast communication with a variety of linki @nd-to-end protocols. For
example, semi-reliable links can recover from some loskerowerlay links while packets
are independently forwarded to their destination in oradeimiprove VoIP [53] quality.
Spines has a socket-like interface that makes the inteextiom with other components
very easy. It uses an addressing space composed of virtaaldfesses and virtual ports.
Regular socket calls such asndto()or recvfrom()are mapped directly into Spines API
calls. The SMesh system presented in this thesis instaataiSpines daemon on each
wireless mesh node to manage group membership and to fomessgiages within a multi-

homed wireless mesh network.
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Chapter 2

SMesh, A Seamless Wireless M esh

Networ k

In this chapter we present the wireless mesh network paradigl introduce our wire-
less mesh network system, SMesh [1], that we developed liaed¢he protocols and algo-
rithms presented in this thesis.

We first generalize the mesh networks paradigm, and showntierent hierarchy in
these networks where two classes of participants, mestsrasdkemesh clients, participate
in different capacity: mesh nodes communicate with eackrpfiossibly using multiple
hops, while mesh clients connect directly through a meskenedch of which serves as
an access point. This is one of the main differentiatingdiecbetween the mesh network
and the mobile ad-hoc network paradigm, where everyonei{medes and mesh clients)
participate as equal in the overall routing strategy. Wen timtroduce our architecture
which manages the clients through an overlay network in taghmFinally, we show how
our architecture overcomes a system limitation to diveckpgs to user space and how we

use this to communicate through an overlay network.
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Mesh Nodes

Mobile Clients

Figure 2.1: A two-tier wireless mesh network

2.1 Wirdess Mesh Networks

Wireless mesh networks provide a promising paradigm tecease the mobility range
of wireless devices. In these networks, multiple accesstpareate a mesh topology and
forward packets using multiple wireless hops. Some of tkesgpoints in a mesh network
may be connected to the Internet, while others may not. Mishts connect to the mesh
through one of these access points. Figure 2.1 depicts aaj@verview of a the wireless
mesh network paradigm.

While the access points of a mesh network are usually statypmobile devices that

connect to the mesh network can roam throughout the covarageand may require con-
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tinuous service for peer-to-peer communication as welbaexternal Internet connectivity.
Mesh networks are usually self-organizing and easily dggiite. They are useful for

providing connectivity in remote geographical areas, dsagdor first responders at disas-

ter affected locations that lack the wired infrastructdinesuch scenarios, providing support

for real-time applications such as VoIP is often critical.

2.2 The SMesh Architecture

We consider a set of stationary 802.11 access points cathech mesh network, and
a set of wireless mobile clients that can move within the ameered by the access points.
We call each access poinhadein the wireless mesh network.

The mesh topology changes when wireless connectivity leetwee mesh access points
changes, when nodes crash or recover, or when additionakrer@é added to expand the
wireless coverage. Mobile clients are not part of the mepbltgy. Some of the mesh
nodes, but not all, have a wired Internet connection. We tefthem adnternet gateways
Each mesh node should be capable of reaching its cltsteshet gatewayr any other
node via a sequence of hops.

The mobile clients are unmodified, regular 802.11 devicas¢dbmmunicate with the
mesh nodes to get access to the network. We do not assumeeanifycsgirivers, hardware,
or software present on the clients. Therefamyregular unmodified mobile device should
be able to use the mesh network transparently.

Our goal is to allow mobile clients to freely roam within thea covered by the wireless
mesh nodes, with no interruption in their Internet conmnitgti All connections (reliable or

best effort) opened at mobile clients should not be affeatethe clients move throughout
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Figure 2.2: The SMesh Architecture

the coverage area served by the wireless mesh.

Following the above goals, we implemented SMesh [35, 36Y;stegn that is capable
of providing seamless wireless connectivity to mobilerdige The software architecture of
SMesh is shown in Figure 2.2. Below we describe the two mampmments of the SMesh

architecture: the communication infrastructure and therface with mobile clients.

2.2.1 Overlay Communication Infrastructure

The mesh nodes create arelatively stable ad-hoc wireléssrie Within this network,

the nodes need to forward packets over multiple hops in dadeommunicate with each
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other for reaching the Internet gateways or for coordirmgatiacisions about serving mobile
clients. The nodes also need to discover and monitor theghbers and to automatically
adjust the mesh routing in case of topology changes.

The communication infrastructure in SMesh is based on theeSpmessaging sys-
tem [2,52]. The Spines overlay network interconnects atlesothrough direct links in
the wireless network and through virtual links in the wiredtwork. SMesh instantiates a
Spines daemon on each wireless mesh node to forward messgiigjaghe wireless mesh.
Each daemon keeps track of its own direct neighbors by sgralib periodic hello mes-
sages. Based on the available connectivity, each nodessrieafical wireless links with its
direct neighbors and uses a link-state protocol to exchamgieng information with other
nodes in the network.

The nodes flood link-state information using reliable litdetween direct neighbors.
This allows the nodes to send only incremental updates, atyvehen network topol-
ogy changes. Link state updates contain only informatiooutithe wireless links that
change their status. When there are no changes in topologsouiing information is
exchanged. Considering that mesh nodes (access pointe)aamtdy stationary and that
topology changes are relatively rare, the incrementatditaite mechanism incurs very low
overhead. Note that in SMesh, mobile clients are not pati@fitesh topology.

While this link-state protocol may not be optimal for a gextexd-hoc network, it is
optimized for the relatively stable network underlying ouesh of access points.

Spines allows us to use multicast and anycast functionadity multi-hop wireless
environment without infrastructure support. A multicasbup is defined as a class D IP
multicast address while an anycast group is a class E IP s&ldkote that the groups are

defined in the Spines virtual addressing space, not in theabt® address space of the
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network. When a mesh node joins or leaves a group, the locaéSpaemon informs all
the other nodes in the network through a reliable flood smtdahe link-state protocol.
Only joins and leaves are flooded to the mesh nodes in thensy3$tee group membership
is maintained in Spines in tuples of the formgshnodeaddress, groumddres$, such
that each node knows all the groups that other nodes are mewibe

Based on the group membership and available connectiyiigeS automatically builds
multicast trees throughout the mesh network. A multicatd deessage follows the mul-
ticast tree corresponding to its group. Therefore, if sveodes in a certain vicinity join
a multicast group, multicast messages exchanged betweenutill only be sent in that
vicinity. An anycast data message follows a single pathearithe to the closest member of
the group.

Multicast trees in Spines are built by optimizing on a methat can be related to
the number of hops, link latency or loss rate. In our testsnepcould handle several
hundred thousand group members on regular desktop maduigewas limited only by
the available memory to maintain the data structures. SNteshntiates two groups for
each client, with a few members in each group. The more laniteksys WRT54G routers
used in our experiments have enough memory to support atlle@8 mobile clients at the

same time.

2.2.2 Interfacewith Maobile Clients

SMesh provides the illusion of a single distributed accesstgo mobile clients. This
is achieved by providing connectivity information to clierthrough DHCP [54], and by

routing client packet through the overlay network.
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2.2.2.1 Mobile Client Connectivity

The DHCP Server running at each mesh node (access pointfignge of providing
network bootstrap information, including a unique IP addrdo a requesting client. We
compute this IP address using a hash function on the clittA€ address, mapped to a
class A private address of the form 10.A.B.C. A small portbithe private IP addresses
in this range is reserved for SMesh nodes, and the rest allaldeao mobile clients. In
case of a hash collision, the client with the smallest MACgsethe current IP and any
other client in the collision gets a managed IP. This scheamedses the amount of IP
management in the network, while assuring that each clietstipe same IP address from
any SMesh node.

Of particular importance in the DHCP protocol are erver 1 Default Gateway
and theTy, T, andLeasetimers. TheDefault Gatewayspecifies the next hop router to
use at the MAC level when sending to an IP address outsidelitn@’s netmask. The
Server IDspecifies the DHCP Server IP address that the client shouithcioto renew
its lease. Thel; andT; timers specify when to start unicasting or broadcasting PHC
requestsPHCPREQUEST), and theLeasetimer specifies when the client must release the
IP address. After theeasetimer expires, all the connections at the client are terteitha
If the access point responds to a DHCP request before that’slisease time expires, it
is able to keep all connections open. In SMesh, the leaseisiset to 90 seconds, which
gives a client enough time to reconnect in case it goes oaingfe of any of the mesh nodes

temporarily.

Table 2.1 shows our addressing scheme. We set the netmdmskaifent to a very small

network, thus forcing the client to send packets destin¢dednternet or a peer through its
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Type Address Example Detall
Client IP 10.AB.C 10.11.12.25 Assigned by SMesh DHCP Server
Netmask 255.255.255.248 255.255.255.248| Assigned by SMesh DHCP server
Default Gateway | 10.A.B.C+1 10.11.12.26 Assigned by SMesh DHCP Server
Network Address | 10.A.B.C-1 10.11.12.24 Calculated by Client with Netmask
Broadcast Addresgy 10.A.B.C+6 10.11.12.31 Calculated by Client with Netmask
Reachable IP 10.AB.C+2 10.11.12.27 Used by SMesh for monitoring clien

Table 2.1: SMesh IP address assignment scheme

default gateway. The default gateway is a virtual IP addtesse is no node in SMesh with
that IP address. Instead, SMesh makes the client "beliénad’this address is reachable by
associating this IP address to a mesh node hardware ad@ihés$orces the client to route
packet through SMesh.

While each client in SMesh consumes 3 bits from the addremsesphere are still 21
bits available, which allows us to support over one millitiert IP addresses.

We will explain in Chapter 3 how the default gateway is mapjoesh access point, how
we use the different DHCP timers, and how the additional Iéfesk in the client network
is used for monitoring the client. The handoff algorithmd e explained in Chapters 3

and 4.

2.2.2.2 Packet Proxy

Mesh nodes serve as default gateways for the mobile clidnBacket Proxy module,
depicted in Figure 2.2, uses an interceptor to grab packats & client, and a raw socket
interface to forward packets back to the client. The intet@eis explained in detail on
Section 2.2.2.3.

Each mobile client is associated with a unique multicastgrio receive data (Client
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Data Group). One or more mesh nodes that are in the vicinity dfent will join that
client’s Data Group. All the Internet gateway nodes are mensbf a single anycast group.

If the destination of a packet is a SMesh client, the packsérg to the SMesh nodes
that joined that client’s Data Group. The mesh node sendhisgpacket can be the Internet
Gateway (for packets coming from the Internet) or a sendiegtaccess point (for packets
originated by a different SMesh client). Upon receiving akm for the client, each of the
SMesh nodes that joined that client’s Data Group forwardgticket to the client.

If the destination of a packet is the Internet, then the piaiskeent by the originating
client’s access point to the closest Internet gateway bydating it to the anycast group.
The Internet Gateway will then forward the original packethe Internet using Network
Address Translation (NAT) [55]. When a response packetdsived from the Internet, a
reverse NAT is performed and the packet is sent to the appteplient Data Group.

Spines forwards the packets to the members of the clienta Baoup using a mul-
ticast tree. This way, if the mobile client moved, and a ddfé SMesh node joins the
client's Data Group, the packets are forwarded to the newilyed SMesh node. The
SMesh node(s) in the Client Data Group use a raw socket teedehe packet, allowing
the mobile client to receive the packets unmodified as ifdtddirect connection to the end
host. If there are multiple nodes in the Client Data Group,dlent could receive dupli-
cate IP packets. However, duplicate IP packets are droppeefully at the receiver (TCP
duplicates are dropped at the transport level, and apitatising UDP are supposed to

handle duplicates).
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2.2.2.3 Transparent Overlay Proxy

Application level overlay networks forward packets thrbwpplication level routers,
thus requiring packets to traverse user space. RON useadpisach with a special divert
socket to increase resilience in the Internet.

SMesh intercepts clients packets and sends them throu@pthes overlay network to
the access points serving the destination. The overlay pay wireless and wired links,
and routes may take advantage of the wired network to optimizeless usage. Once the
packets are received by the destination’s access pointesBIlglrips the overlay headers
and forwards the original packet to the mobile client usingua socket. Unlike RON,
our interceptor relies only on a packet sniffer socket, Whgreadily available in most
operating systems, as well as filter and firewall settingpetform this task.

In our approach, we use the libpcap library [56], a well knapplication level inter-
face for user-level packet capturing. In addition, to inygrperformance, we use Berkeley
Packet Filters [57] to ignore unwanted packets in the keriible mesh nodes configure

each node as follows:

¢ Disable packet forwarding so that the overlay is the only fmmearding packets in

the mesh network

e Drop any packet destined to the Internet IP address of medtsnmnnected to the

Internet.

o Filter out every port used by the overlay network to ensua¢ tilese packets are not

captured. Spines uses four different ports to communiceti®den daemons.

When a mesh node receives a packet destined to an IP addwessbt its own (i.e.,

when a mobile client sends a packet destined to the IP addfeS®ggle), the kernel
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Figure 2.3: SMesh Transparent Overlay Proxy with a packeifrfig from the Internet to a
mesh client

attempts to route the packet, and when unsuccessful it dnepgsacket to the floor. How-
ever, the packet sniffer socket gets a copy of the packetiwBMesh then send through
the Spines overlay network to its appropriate destina#@previously explained, when a
packet reaches the SMesh Internet Gateway, a Network Asldrasslation is performed.
Every packet coming back from the Internet will have the riné¢ gateway as the desti-
nation IP address. To ensure that this mesh node does non délsese packets (e.g., by
reseting a TCP connection that it did not start), a firewadldseto be enabled to drop any
packet destined to this address. At each end point of théayveetwork, a raw socket al-

lows us to send the exact packet to its destination, effelgtisreating a transparent tunnel
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through our overlay in the wireless mesh network.

Figure 2.3 shows the different components that allow ustereept packets, and how
a packet flows from the Internet to a mesh client. In this ckleemesh Internet gateway
is handling the client, so it forwards the packet directlyre Client. It also forwards the
packet to Spines, who will forward the packet to any othen&pidaemon in the Overlay
Network who has a member in the Data Group for that clientidfé is no other member,
Spines will simply drop the packet. As we will see in the nexapter, it is possible for

more than one access point to be a member of the client DatgpGro
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Chapter 3

Achieving Fast I ntra-domain Handoff

Real-time applications such as VoIP require that packetgeaon a steady stream.
Any burst of loss where consecutive packets are lost regutiegradation of quality. In
addition, packets should arrive withifdOms to prevent a noticeable delay that impairs
interactivity, and delay variability should stay bel@@ms to ensure the highest quality of
service. Therefore, a handoff protocol should be fast endagvoid any packet loss, and
should ensure that packets are delivered to their desimatia timely manner.

In this chapter we present our fast intra-domain handoffqmal for wireless mesh
networks. We first describe the problem that current 802etvaorks face when a handoff
is required between access points. We then describe how wé&anthe client, and how
we asses the quality of the link to the client from that a mesthen Then, we present our
approach to fast intra-domain handoff, and finalize by destrating the performance of

our fast handoff protocols in a testbed consisting of 15 nmesfes.
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3.1 Motivation

When 802.11 devices are configurednfrastructure modé€BSS), they inherently per-
form their own scanning for a better access point. A layerrado# takes place through
a re-association request/response process which carsléstgaas several seconds [58].
In addition, this handoff is both hard and forward; hard heseathe client can only speak
with one access point at a time, and forward because the ckennot communicate with
it's old access point during the handoff process. A typicahdoff will last about five-
hundred milliseconds, which translates to dozens of loskgta during handoff for VoIP
applications.

In order to avoid this behavior and control the handoff soledm the access points, we
configure both the access points and the mobile clieraglihoc mod€IBSS). This setting
is part of the normal setup of any 802.11 device.

One way to perform the handoff in ad-hoc mode is by relyinglen@DHCP protocol.
Given that a DHCP request is broadcasted by the client @fteeconds (Rebind timer) a
different access point is allowed to respond and becomedfaili gateway for the client.
Even if T} (Renew) andl; timers are set to very small values (e.g., 2 seconds), handof
can still take seconds. Moreover, because the first DHCRNsgas considered, the client
may connect through an access point that has a weak comrmestide better nodes may
be available. A handoff of a few seconds may seriously aeate applications such as
VolIP, which require packets to arrive within a limited tinae, low as 100 ms, before being
considered lost.

Instead of letting the client “decide” when the handoff dddake place by relying on
the DHCP protocol, we make the SMesh nodes track their cdinitgdo the client and

force the client to change its access point when better aivitg is available (avoiding
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oscillations is described below). To achieve this withowtdifying anything on the client
side, we provide the illusion of a single IP that never charagethe default gateway of the
client and use gratuitous ARP messages to force roamingtSMesh node with the best
client connectivity.

The details of our handoff protocol are described below.s€hirclude the link quality
metric used by SMesh to determine the best access pointdbraéiant, the use of overlay

multicast groups for managing the clients, and the actuadibih process.

3.2 MobileClient Monitoring

3.2.1 SeamlessHeartbeat with DHCP and ARP

SMesh provides the illusion of a single distributed accesstpo mobile clients. Thisis
achieved by providing connectivity information to clietitsough DHCP, by always giving
the same information (IP address, Netmask, and Defaultwag)eo the mobile client, and
by routing packets through the wireless mesh network.

In order to provide continued connectivity and availapitd the mobile client, we need
to continuously monitor the client. To achieve seamlessitanong without any involve-

ment from the client, we developed two strategies.

1. DHCP (Dynamic Host Configuration Protocol)

According to the DHCP standard [54], tl¥¢ (Renew) andl; (Rebind) timers
specify when to start unicasting and broadcasting, resgdgt DHCP requests
(DHCPREQUEST), and theLeasetimer specifies when the client must release the

IP address. After théeasetimer expires, all the connections at the client are ter-
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minated. If the access point responds to a DHCP requestebtferclient’s Lease
time expires, it is able to keep all connections open. Whamgutie SMesh DHCP
monitor, our DHCP server instructs the clients to renewrtlieaddress every 2 sec-
onds, thus serving as a heartbit to keep track of the cliemtaddition, the timers
may be set so that the client unicast or broadcast their stgwery 2 seconds. On
the down side, it employs a non-negligible overhead BBIGPREQUEST packet is

at least 300 bytes long, anddkCPACK is about 548 bytes. This is the approach we
took in [35].

. ARP (Address Resolution Protocol)

ARP [59] protocol is used to map an IP address to a hardwamessi@VAC), when
a host (or router) wants to communicate with another hosdénthe same network.
However, even if the hardware address is known, we can s#lthis protocol to
probe the client’s link and estimate its loss rate. By usegufar ARP requests, we
can make the client either unicast or broadcast ARP respoMgeinstruct the client
to respond to the IP address available in it's own networld, tae MAC address of
the SMesh node that sent the ARP request. This is necesstiry el IP addresses
of the SMesh nodes is outside the client network. Also, ta lihe number of access
points probing the client, only the one in the cliddata Groupperiodically sends
a request, and all nodes in the vicinity use the reply to cdmplue metric. If a
node stops hearing the replies, it attempts to probe thetdieleast once. The
advantage of using this approach is that, unlike DHCP, ARfkgta are very small,
only 28 bytes. In SMesh, we request an ARP reply from the thgary one or two
seconds. This is the approach that we take in our updatetbresESMesh and for

the experiments presented in this thesis.
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It is also possible to use regular packets sent by the cleentdnitor its connectivity,
which happens when the client is sending or receivipgckets. However, when a client is
idle, and traffic needs to be sent to it's current location aiker need to know the routes
immediately by one of the methods described, or a paging amsim [60] is necessary to
allows us to find the client within some reasonable time. Vidagptively monitor the client
to ensure that routes are immediately available, whiclnallas to support applications like
Push-To-Talk [22] that may require data to be sent to a maligat that is not sending or

receiving data at that specific point in time.

3.2.2 Quality Metric

We use the monitoring schemes described above to keep traok quality of the links
to mobile clients. Both schemes allow us to receive eitharash or broadcast replies from
the client. Using broadcast instead of unicast elimindieMAC level retransmissions of
requests, which allows us to estimate more accurate thedtess

Each SMesh node computes a client link quality metric basetthe observed loss of
a client's DHCP requests or ARP responses, using the faligwieighted average decay
function:

Mypew = Myg* Dy + Currentx (1 — Dy) , 0< Dy <1

where M is the link quality measure anB; is the decay factorCurrent is a constant
value which is set to O if the access point did not receive aHZDB or ARP probe packets
responses in the expected time, or is set to a maximum vadupribbe packet is received.

The access point calculates this function every secondidr elient in its vicinity. SMesh

'When a client is receiving data, it needs to send an ackngslaént at the 802.11 level for every packet
it receives, which can also be used to monitor connectivity.
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uses a decay factor of 0.8 to make the protocol resilient tagional wireless losses of
the probe packets, while maintaining its adaptability toveek condition changes. SMesh
uses aC'urrent value of 50 to allow integer calculations with discrete miagp The tie
breaker between two access points having the same integec frethe range of 0 to 50)
is according to the lowest IP of the access point.

Many wireless devices allow applications to capture pack@bugh a monitoring in-
terface. When the mesh node is also equipped with such arfaicee(as in the case of
our Linksys routers), specific radio measurements fromeheived packet, as well as the

complete 802.11 frame, is available to SMesh, as follows:

1. RSSI (Received Signal Strength Indicator) RSSI is a nreasent of the radio signal
strength. If the wireless interface is configured in monim@de, an additional header
is added by the wireless driver, which contains the RSSkimé&tion. One thing we
must be aware of is that the RSSI value must be in the same cdngdues for all
mesh nodes. If different card manufacturers are used, a&csion might need to be
performed (e.g., Cisco Systems cards report a maximum R&6& wf 100, while

Atheros cards report a maximum of 60).

2. 802.11 Retransmission Flag Every unicast packet trateshin 802.11 needs to be
acknowledge by the recipient. If the packet or the acknogéedent is lost, the
sender retransmits the packet, and sets a retransmit fléng i802.11 header. The
maximum number of retransmissions is usually four. In owecanstead of having
to make the client broadcast to know when packets are lostefirst transmission,

we look at this flag to determine if the packet was lost on tist ittempt.

The main advantage of using RSSI versus a loss-rate onlyurezaent is that we can

start the handoff process to a better access point before thany loss in the medium.
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The initial loss in the medium is usually masked by the 802¢tiansmissions, so the
client sees this loss as an increase in latency for theseefgadowever, RSSI alone is not
a good indication of the loss rate of a link, so we use it in aanjion with the loss rate,

adjusted with the decay function described above, for nreasthe quality of the link.

3.3 Intra-domain Handoff M anagement

3.3.1 Mobile Client Data Group

A mesh node joins the client Data Group so that it can receidd@rward data packets
for that client, if it believes it has the best connectivitythe client based on link quality
metrics it receives from other nodes in the client’s ConBobup.

Nodes in a Client Data Group receive data packets that nebd forwarded to the
group’s corresponding mobile client. If more than one nade member of a client’s Data
Group, duplicate packets will be sent to that client by eaemimer of that client’s Data
Group.

Our protocol must guarantee that, at all times, there isast lene member in the Data
Group of each client, such that the client will be served bigast one mesh node. On the
other hand, it would be wasteful to allow more than one nodbkervicinity of a client (and
therefore in the Control Group) to also be in the Data Grouptrabthe time as this creates
duplicate packets. Our protocol balances between thesednfticting goals (availability

and efficiency).
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3.3.2 Mobile Client Control Group

In addition to the previously described Client Data Grougedifor forwarding data
packets in SMesh towards access points serving the cliengdcess points in the vicinity
of a client join a different multicast group specific to théieot, called Client Control
Group. The Client Control Group is used to coordinate witheotmesh nodes in the
client’s vicinity regarding link quality metrics and regiang which access point will be the
best to serve that client. A mesh node joins a client’'s Co@roup when it receives one
of the heartbeats from the client, and leaves the clientistiobGroup after not hearing
from the client for some time. For example, for a mobile diieith address 10.A.B.C, a
SMesh node will join the client’s Control Group at 224.A.Ba@d, if needed, the client’'s
Data Group at 225.A.B.C. This maps every client to a set ofunigue multicast groups

The link quality metric is shared by the access points pa@ly by posting it on the
client’s Control Group. Since only the nodes receiving artibesat from a client join the
client’s Control Group, the multicast overhead is localipaly in the vicinity of that client

and will not propagate beyond that in the network.

3.3.3 Client Handoff

Each mesh node has its own IP address that allows it to conuatenivith other mesh
nodes. However, in order to provide a completely transpanmandoff to clients, mesh
nodes advertise a single virtual gateway IP address toiaiitslin their DHCP offers and
acknowledgement®HCPOFFER andDHCPACK). Mobile clients set their default gateway
to this virtual IP address regardless of which access play &re connected to. This way,

mobile clients get the illusion of being connected to a fragicess point that follows them

2Control Groups and Data Groups are implemented as Spind&astigroups.
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as they move. The IP address of the default gateway only appetne DHCP offer and in
subsequent ARP requests, as described below. In all otr@mithunication with mobile
clients, the default gateway does not even appear in thedieps It can be set any valid IP
address as the communication with the mobile clients idysbkssed on MAC addresses.

In general, given an IP address for which its correspondargiware address is not
present in the ARP cache of a client, the ARP module of thahtlvill broadcast an ARP
request packet. In addition to the source and destinaticadtPesses, this ARP request
contains the MAC address of the source. The value of therdggin MAC is not yet
known. All the hosts on the local network receive the packet @mpare the destination
IP with their own IP address. The host for which the IP addneaches will issue an ARP
reply, filling in the destination MAC field with its own MAC adess. This packet is sent
directly via unicast to the requesting client. All other tsowill discard the ARP request.

The SMesh handoff mechanism uses gratuitous ARP messagdestimtaneous client
handoff. A gratuitous ARP is an ARP reply that is not sent aspdyrto an ARP request,
but rather is sent to the local network voluntarily. Uponeiging such a packet, a hosts
will update its ARP caches with the value it received. Typycaratuitous ARPs are used
by hosts to advertise their new hardware address when ti@work card is changed.

When a SMesh node believes it has the best connectivity Wélclient and decides
to serve that client, it sends a gratuitous ARP as a unicasttly to the client, thereby
changing the MAC address of its default gateway. Subseqemkets sent by the client
will be sent to the new access point, following the new haréwaddress. All operating
systems that we have tested accept gratuitous ARPs and bsigigp the new MAC-IP
mapping immediately.

A gratuitous ARP is also sent by an access point when a Leayed?eAcknowledge-
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ment is sent to another access point, and periodically, @vgry minute) by the members
of the Client Data Group to refresh the ARP entry in the clgeARP table.

In addition to sending a gratuitous ARP to the mobile cligriten a node believes it has
the best link quality to a mobile client, it joins iBata Groupso that packets destined to the
client start flowing through this access point. If anothedes also a member of the Data
Group, packets destined to this client are forwarded to bwbkh nodes, and each of them
forwards the packets directly to the mobile client. The nieblient may receive dupli-
cate packets at this time. Using multicast helps achieveteriupted connectivity during
handoff by: (1) sending packets through multiple accesstpad the mobile client, to deal
with unexpected client movements while the best accesg favithe client is chosen, and
(2) avoiding loss while route changes take place in the ea®mesh.

A mesh node that joins the Data Group of a mobile client imm@uedly sends a metric
update on the Control Group to inform any other node of itedatnetric, noting that it
is now a member of the client's Data Group. When a mesh nodeidhea member of
the Data Group receives a link quality metric update thatwshiihat a different node in
the Data Group is better connected, it issudseave RequestLeave Requests, sent on
the Control Group, are piggy-backed on link quality metrpdates. A Leave Request
can be acknowledged only by a node in tata Groupthat believes that it has the best
connectivity to the client. A node may leave the Data Grouanid only if its request is
acknowledged by at least one other node.

The state machine for handling mobile clients is depicteBigure 3.1, and the pseu-
docode depicting our algorithm is shown in Figure 3.2. Nb#d & node checks periodically
(line A4) if it should service the client, instead of cheakiimmediately after receiving a

metric update, to be less aggressive in taking a decisioweMer, nodes that are already
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Client out of reach Timeout

Evaluate_Local_State AND
NOT Handle_Client

Metric_Update AND
Handle_Client2

New Client Detected Evaluate_Local_State AND

Handle_Client

Monitoring
Client

Handling
Client

Client out of reach Timeout

Metric_Update AND
Handle_Client2

Metric_Update AND
NOT Handle_Client2

Requesting
to Leave

Receive Leave Request ACK AND
Valid Leave Request ID Acknowledged

( Metric_Update AND
NOT Handle_Client2 ) OR
Leave Reauest Loss Timeout

Conditions

Handle_Client: My_Metric > Highest_Metric(Data Group) * Threshold AND
My_Rank(Nodes in MonitoringClient state) <= Maximum_Concurrent_Joins (in our case 2)

Handle_Client2: My_Rank(Nodes in HandlingClient or RequestingToLeave state) == 1

My_Rank(list): sort list in decreasing order of their metric value, then by IP address to break ties, and return index of local node

Figure 3.1: State Machine for handling mobile clients

servicing the client check their state immediately afteereing an updated metric (line
F2) to service the handoff as fast as possible. During desagents, more than one node
may be a member of the Data Group for some time, until the ceégagent is resolved.
When a node issueslaave Requesit includes a unique id that increases each time
the mesh node enters the RequestingToLeave state (line Bldadde can acknowledge
a Leave Requeginly if it is currently the one handling the client (line D2)Note that a
node cannot leave unless it receives an acknowledgmenthatid used in the ladteave

Requesfline E2).
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/] Abbreviations: DG = data group, CG = control group, LR = | eave request

States = {ldle, MnitoringCient, HandlingCient, RequestingToLeave}
LRID=20

Al. NewCient Detected(client 7):

A2. Joi n( CG)

A3. state; = Monitoringdient

Ad. Peri odi cal | y(Eval uat e_Local _State(z))
A5. Peri odi cal | y(Mnitor Cient(3))

A6. Peri odi cal | y(Send_Metri c_Updat e( CG;))

Bl. Eval uate_Local _State(client 7):

B2. if (state == MonitoringCient)

B3. My _Rank = Conput e_My_Rank(CG; Menbers in state == Mnitoringdient)

B4. if (M_Metric; > (Hi ghest Metric(DG; Menbers) * Threshol d) and My_Rank <= 2)

B5. Joi n( DG;)

B6. Send_Gr at ui t ous _ARP( 7)

B7. state; = Handlingdient

B8. else if (state == HandlingCient)

B9. My _Rank = Conput e.My_Rank(DG; Menbers)

B10. if (M_Rank != 1)

B11. LRI D; = LRI D++

B12. Send( LRLR_IDi)

B13. state; = Requesti ngToLeave

B14. else if (state == RequestingToLeave)

B15. My _Rank = Conput e_My_Rank(DG; Menbers)

B16. if (M_Rank == 1)

B17. state; = Handlingd i ent

B18. if (current_state; != previous_state;)

B19. Send_Metri c_Updat e( CG)

Cl. Conpute_My_Rank(list):

C2. sortedlist = new list sorted in decreasing order of netric val ue,
using node.id to break ties

C3. return the rank/index where |ocal node is located in sorted |ist

Dl. Receive_LR(client 4):

D2. if (state; == Handlingdient)

D3. Send ACK(LR;, I D(LR))

D4. Send_Gr at ui t ous_ARP( 7)

El. Receive LRACK(client 4):

E2. if (state; == RequestingToLeave and | D{LRACK) == LRI D;)
E3. Leave( DG;)

E4. state; = Monitoringdient

F1. Metric_Update(client 3):

F2. if (state == HandlingCient or state == RequestingTolLeave)
F3. Eval uat e_Local _St at e( %)

Gl. dient_out_of reach_tineout(client q):

R2. i f (I_ammenber (DG))

G3. Leave( DG;)

4 Leave( CG)

G state; = Idle

Figure 3.2: Pseudocode for deciding when to join and lea@€tintrol and Data Groups.

To understand how our algorithm works, let us consider @B, where a Client is
within the vicinity of 5 mesh nodes. In this example, a hah@ofaking from mesh node
4 to mesh node 5. All of the mesh nodes in the vicinity of therdliare members of the

Control Group for that client, and two of them are also mersloéthe Data Group for that
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Node 3 .
I:I D Mesh Node that is a member of

ry the Control Group of client A
'm3 .
' Mesh Node that is a member of
Node 4 ! Node 5 [& the Control Group and the Data
} El Group of client A
*, l ~ ,
ma . ' m5 Node 2 --» Wireless Heartbeat
Node 1 N ' vl
O N s mX:  Metric measured by mesh node X
ml " Toe---__ e Moo Lt [ -
Client A
Local View at Mesh Node 1,2,3,4 Local View at Mesh Node 5
Collected Information for Client A Collected Information for Client A
Node | Membership | Metric Node | Membership | Metric
1 Control ml 1 Control ml
2 Control m2 2 Control m2
3 Control m3 3 Control m3
4 Data, Control | m4 4 Data, Control | m4’
5 Data, Control | m5 5 Data, Control | m5’
Where: m5>=m4 Where: m4’ >mb5’
m3>=m2>=ml m3>=m2>=ml
Higher Metric = Better Connectivity Higher Metric = Better Connectivity
Temporary Sorted Lists for Computing Rank Temporary Sorted Lists for Computing Rank
Metric_Members(CG-DG)_clientA Metric_Members(CG-DG)_clientA
| m3 \ m2 \ ml \ \ m3 \ m2 \ ml \
Metric_Members(DG)_clientA Metric_Members(DG)_clientA
[ ms [ ma | [ m& [ w5 |

Figure 3.3: Local view of client during handoff based on arthsited monitoring approach

client.

When a node re-evaluates its position about whether to joleave the data group, it
creates two temporary lists, each containing the membdiseadata or the control group
to compute its rank (pseudocode line: C1). A node that is alpeemf the Data Group is
placed only in the Data Group list; other nodes that are mesrdfeonly the Control Group
are placed on the Control Group list. The lists are sortedeicrehsing order of metric

values, using the last metric received from each of the atbees. The IP address of a
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node is used as a tie breaker. Therefore, the node with tiestignetric will be placed
at the leftmost position of its list. The local view of a nodedahe temporary lists that
it creates are depicted in Figure 3.3. Each node, after congpits temporary lists, will

make a decision as follows:

Node 1:This node is a member of the Control Group only, and shouldiden joining
the Data Group if its metric is bigger (above some threshiblai) the metric of the node in
the first position in the Data Group list.

Node 2: This node is a member of the Control Group only, and should essider
joining the Data Group. The reason is that this node is not@wkthe local view of Node
1 (i.e., Node 1 may think that Node 2 is in the first position)néde in this position will
join the data group if its metric is bigger (above some thoébhthan the metric of the
member in the first position of the Data Group.

Node 3: This node is a member of the Control Group only, and shouldcoosider
joining the data group. The reason is that we want to conkemtmber of nodes that can
suddenly join the data group for a node to limit the overhessbaiated with membership
changes and maintain some stability during handoff. Naaas taken.

Node 4:This node is a member of the Data Group, and from its point@iyit is not
the number best node in his group. This node will send a Lea¢pi&t and continue to
service the client until it receives an acknowledgment &wéeor it decides that it is the
best to handle the client.

Node 5:This node is a member of the Data Group, and from its point@ivyit is not
the best node in the group. This node will send a Leave Regueéstontinue to service the
client until it receives an acknowledgment to leave or itides that it is the best to handle

the client.
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Since nodes 4 and 5 are in disagreement from their own pengpethey will both
service the client until one of them is able to take respalitsitior handling the client.
That is, none of these nodes can send acknowledgments tova Reguest.

This mechanism guarantees that at least one node is a mehtibe Data Group, unless
this node crashes. During disagreements, more than onemaylee a member of the Data
Group for some time, until the disagreement is resolved. éperiments show that this

usually lasts less than a quarter of a second during handoffs

3.4 Experimental Results

341 Setup

We deployed SMesh on 15 Linksys WRT54G wireless access airbss several
floors in three buildings at The Johns Hopkins University.lyQmme of the routers was
connected to the Internet. Each of the mesh nodes is equigiiedne radio configured in
ad-hoc mode. The data rate on the mesh nodes was set to |egatlypks 802.11b unless
otherwise noted. The transmission power of the mesh nodessetao 50 mW, and the
802.11 link-layer retransmission limit to 4. Unless spedifithe topology of the mesh,
depicted in Figure 3.4, was stable.

We used two laptop computers, each with a Broadcom 802.1hgRCI card in ad-
hoc mode as mobile clients. We used Linux for all experimérasrequired precise timing
measurements. Windows XP was used for a TCP throughputieems also showing
how SMesh operates across different platforms. No softatirer than the benchmarking
programs was installed on the laptop computers.

The Linksys routers were modified with the available custqgrarwrt firmware [61]
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Host in the wired Internet
close to Mesh Node 11

Figure 3.4: The SMesh Testbed.

that provided us with a Linux environment suitable for rurgithe SMesh software. Other
than adding SMesh, no other changes were made to the opemasigiie.

The DHCP Server was set to issue lease times to clients foe@nsgs. The SMesh
monitor was set to unicast ARP requests to the client andegdass rate and RSSI in the
client metric. For the link quality measure we use@@a-rent value of50, and we set the
decaying factorDy, to 0.80. The Threshold for joining the Client Data Group was set to
12%. In our experiments these numbers provided the best-tbtidetween the granularity
of the metric and handoff responsiveness.

Our experiments were performed with one mobile client ie$S$#lesh communicating
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with a Linux machine that resided in the wired network (Intg), one wired hop away
from the mesh Internet gateway. The SMesh client will berreteto asClient and the
Linux box from the Internet aSky In the experiments we sent full-duplex VoIP traffic,
one stream from Client to Sky and another from Sky to Clietite VoIP traffic consisted
of 160 byte UDP packets sent eve2gm s at a rate ob4 Kbps. This traffic is equivalent to
that of G.711, the standard encoder used for VoIP commuaicat

We first performed a stationary test to set the baseline ofrmwing experiments. We
then proceeded to move across two buildings starting anohgrad the same location as
the stationary experiment. We then show how TCP behaves asowve across the mesh.
We tested the fail-over performance of our protocol whenabeess point of th€lient
suddenly crashes (we disconnected the power of the Linkayen). Finally, we added
more mobile clients into the system, and determined how tweagement overhead of the
mesh network increases as the system needs to handle naos cli

For each test we monitored the one-way latency of each pattieethumber of lost
packets, and the number of duplicate packets. The one-walyckawas adjusted taking
into account the difference between the clocks atGhent and Skymachines. For VolP
communication it was also important to track the delayiji&te well as how many packets
arrived within100ms, the rest being considered lost by the audio codec. Basezpduornp
logs we reconstructed the handoff decisions and compugeddimmunication overhead.
We show the handoff information in the graphs, noting alsorthmber of wireless hops
from each mesh node to the Internet gateway. Note that tleetid connected to the access
point through a wireless link, and therefore its latencyfuienced by this additional link.
When we state the number of hops of an access point we do not ttiwireless hop

from the client to its current access point.

41



Lost: 1; Duplicate: 3; Lost: 1; Duplicate: 0;

100 T T 100 S T T

% . %

8 . 8

70+ 70+

413, 413,

7 60 2 7 60 2
£ 12, £ E 12, £
2 50| 2 3 sof 2
£ g 5 2
S wf 2 5 apf B

0 .- . . N Lo . 30 |-

0 L L L L L L L 0 L L L L L L L

0 2000 4000 6000 8000 10000 12000 14000 0 2000 4000 6000 8000 10000 12000 14000
SEQ number SEQ number
packet latency (left axis) - packet latency (left axis)
currently connected AP (right axis) ==------ currently connected AP (right axis) =-------

Figure 3.5: Stationary client. Mobile Client Figure 3.6: Stationary client. Sky is the

is the receiver. receiver.
200 T T T T T T T
...................................................................... . 413,
R 4 12,
B 150 g— &
o
Q
[0}
o 2
g ;g oo - 413, 2
2 100F S e 112; a
5 16 | 2
< 2 | E
o 8 |- / ‘\
& at . S\
R N VAV AN
130 140 150
A
0 b—marna A S A A ~d A A PN e e
60 80 100 120 140 160 180 200
Time (s)

data traffic (left axis) -
overhead traffic (left axis) ———
currently connected AP (right axis) --------

Figure 3.7: Stationary client. Data and SMesh Overheadigr&ubgraph shows traffic
during handoff.

42



3.4.2 Measurements

Stationary client: This test was performed with the mobile client being statignin
a fixed position for the duration of the entire test. UDP tcatfonsisting of 15,000 packets
was sent simultaneously in each direction: from the Intebo (Sky to theClient, and
from theClienttowardsSky The packet latencies are shown in Figure 3.5 and Figure 3.6.
The dotted line tracks which mesh node is the current acaaas @f theClient Vertical
lines represent the moments when a gratuitous ARP that daubandoff was sent. For
examplel2; on the right side of the graph refers to nodein our topology, which isl
hop away from the Internet gateway. We notice that even tholg client was stationary,
its access point changed between two nodes in its vicinipx 12,, and thenl3,. This
happens because the wireless connectivity varies, andtiovey different access points
have a better connection to tidient

For the first streanClientis the receiver, Figure 3.5), the number of lost packetsiwas
and the number of duplicate packets a3 his amounts to an overhead due to duplicates
during handoffs 0f01%. During this experiment} packets (.02% of the total traffic) were
delayed by more that00ms, and all packets arrived in less thab0ms. As expected, the
duplicate traffic occurred only during the handéffs

The reverse stream (Sky is the receiver, Figure 3.6) hadlaless, but no duplicate
packets. Onlyi packet arrived later thath0ms, but before200ms. In all the tests when
the Internet box $ky is the receiver, the number of duplicate packets must be z6e
packets are sent only once by the client (only to its curreogss point), in contrast to the

other direction (from Sky to the Client) .

3We refer as “handoff” to the entire interval when duplicasekets are received; the time it takes the
client to switch from one access point to another is as lovhadime it takes for a gratuitous ARP to arrive
from the access point to the client.

43



Figure 3.7 shows the overhead of our system in comparisdntivit data traffic. The
data traffic represents the data traffic sent and receivelebglient during the experiment.
The overhead traffic represents the data traffic sent, redeand forwarded by one of the
mesh nodes in the client vicinity (mesh node 13). The banthwitkasured is higher than
the full duplex 64Kbps UDP stream we sent, due to the IP and biE@lers that accumulate
on the relatively small (160 byte) packets. (160 bytes pekgiaplus 8 bytes for the UDP
header plus 20 bytes for the IP header gives us 188 bytes Hitshper packet. With 50
packets per second each way, there are 9400 bytes -75200driteecond in each direction,
or 18800 bytes -150400 bits- per second total).

Control traffic from our system is represented as the bottaiffid line. It combines
the traffic from Spines (joins and leaves from multicast ggyunello keep-alive messages,
link state updates) and the traffic from client’s Control Quglink quality updates). Spines
sends keep-alive messages of 40 bytes every 4 seconds. thtekupdates are sent only
when the mesh topology (formed by access points) changes. add leave messages
are sent only when a SMesh node (access point) joins or leagesup. These types of
messages are aggregated such that a single Ethernet packairdain up to 90 updates.
In order to keep track of the clients (posting link qualityasares, sending ARP packets),
a SMesh node sends about 30 bytes per second (116 bytes inpdatie, sent every few
seconds) for each client in its vicinity.

As we can see in Figure 3.7, a handoff takes place around dédon The overhead
during handoff is shown in detail in the zoomed graph on thefdhe figure. The increase
in control traffic show the moment when node 12 decided totjmnData Group, and sent
a join message to Spines (join and leave operations will gé@e state update in the

Spines overlay network). As a consequence, there is a spildl 81 the data traffic since
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data packets are duplicated. Right after, the old accesd gecided to leave the client
Data Group (it sends a Leave Request and it immediatelyweséhe acknowledgment).
All of this happens in less than a second, so all of the overhelated to the handoff is
represented by the spike in the control traffic during hahdof

We use the above stationary client results as a baselineddoliowing tests, to provide
an idea of our wireless environment, and to overview the bHinfocess before a more
elaborate scenario.

Moving client: In this test we move the client from the stationary positibthe pre-
vious experiment, taking it on‘aminutes trip across two floors and ending in the original
position. We used the stairs to move between the floors. Duin@ test, the client changed
its access point0 times, spanning from zero-hops away () to four-hops away26,).
Note that the wireless hop between the client and its cuaecgss point is not counted in
the number of hops in the network (so there is effectively moee wireless hop end-to-
end).

The latency graphs for each of the two VoIP streams are showngures 3.8 and
3.9 respectively. Each additional hop on the path from thentlo the Internet gateway
resulted in an increase in packet latency: between sequemobers 0 and 1315 we were
zero hops away, between 1315 and 4298 one hop away, and bet282 and 5794 two
hops away. The number of packets that did not arrive withinns on the Client and Sky
was25 and13, respectively. All packets arrived withiz00ms.

The data stream towards tdienthad3 packets lost, an@l3 duplicate packets. Figure
3.10 presents the cumulative number of lost packets in aawnaf last 20 packets. The
first loss occurred at packet 1419, about 100 packets afdnahdoff; this loss happened

due due to loss in the medium. The second loss is far from amgdif and happened due
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to loss in the medium as well. The third loss, however, hapdert packet 10952, and the

handoff started at packet 11094, or about

2.8 seconds h#tdos$s. This loss contributed

to lowering the metric, and to triggering the handoff. Thex@ possibility that the loss

could have been prevented if the handoff

would have happeader. While possible,

our threshold (set at 12%) attempts to balance stabilitly handoff performance, and new

information about a sudden drop in signal

quality from a ntadkes time to propagate to

other nodes. However, most of the handoffs were performedtimely fashion without

any loss before, during, or after the handoff. None of thedgsn the experiment happened
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during handoff itself.

Figure 3.11 shows the cumulative number of duplicate pacdieteived in a window
of last 20 packets. Note that duplicate packets happen amingl handoffs. We can see
that there is a correlation between the distance betweem#sh nodes involved in the
handoff and the number of duplicate packets. For exampléesith and 16 are direct
neighbors, and one to two duplicates were seen during a faretaeen these nodes. In
contrast, node$6 and26 are further from each othe, wireless hops total, and three to
four duplicates were recorded. In our approach, a node neéesrn about someone taking
over the connection, request to leave, and receive an ad&kdgement, before it can leave
the data group associated with the Client. In addition, tdtioast leave operation needs
to propagate through the network.

The number of duplicates in our experiments show a lowerbdanour network; one
can allow for more time to elapse before acknowledging adeaguest to ensure that the
state is fully propagated through the network before a mwasti leave operation is issued.
This will usually be a function of the diameter of the netwarkd the timeouts for prop-
agating state updates in each hop. While we did not experiang loss during handoff,
allowing for longer period of time may be useful in other dgphents.

The stream towardSky depicted in Figure 3.9, hatllost packets and duplicates.

Figure 3.12 represents a zoomed view of the handoff hapgertisequence 8526, for
the same experiment. The dots represent the packets faddg the previous access
point (node 26), and the crosses represent the packetsréteavay the new access point
(node 16). The vertical line shows when the client receivgohtuitous ARP from the new
access point (node 16). This is the handoff that experietieechost number of duplicates,

and between the nodes that are the most number of hops awayttieolnternet gateway
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Figure 3.12: Zoom during handoff. Moving client. Mobile &iit is the receiver.

and from each other.

The gratuitous ARP from node 16 was received just beforegi®8926. However, there
are no duplicates until packet 8528. When a node makes adecadion to start handling
the client, it issues a gratuitous ARP in addition to a makigoin for the data group for the
client. However, this multicast join needs to propagate remdes need to be established
before packets start flowing towards the new access poittioktbetween 20ms and 40ms
for this to happen, which is consistent with the number ofshogtween the nodes and our
choice of timer$in the system. When communicating with a node in the Intertiis
delay depends on the number of hops from the node joining lieat@ata group and the
Internet gateway. Starting at packet 8528, there are foplichie packets received by the
Client. As previously explained, the number of duplicatekeds depend on the number of

hops between the nodes involved in the handoff. We can saghd sicrease in latency

4In Spines, each overlay node waits 5ms before forwardingifitiate to it's neighbors. This allows the
overlay to aggregate updates and scale.
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Figure 3.13: Delay Jitter. Moving client. Figure 3.14: Delay Jitter. Moving client.
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during handoff, which is caused by the increase in congesgtithe wireless network. The
latency drops slightly afterwards as the new access pomteshop closer to the Internet
gateway.

Figure 3.13 and 3.14 show the delay jitter, or Inter Packéayp¥ariation [62], of the
\VOIP stream towards théient and towardssky, respectively. A big variation can have
a negative effect on the playout buffer at the end-pointhef\olP stream. In our test,
the Inter Quartile Range (IQR), which represents the difiee between the 25 and the 75
percentile, was just 2.6ms. One can also see in Figure 3at2Hhére is a light increase in
jitter during handoff. Considering that a jitter of lessnii20ms is considered excellent by
\oIP applications, the quality of the voice is not impactedtie jitter experienced in the
mesh network.

TCP handoff: In the next experiment, we used an 802.11g wireless carceimttbile
client, and configured the mesh to 802.11g with a fixed rate6difps. We moved the
Clientthroughout two floors, but this time going down and then uptlgh different stairs
in opposite sides of the building.

Figure 3.15 shows the TCP download throughput experiengetthd> mobile client.
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Figure 3.15: TCP throughput. Moving Figure 3.16: Mesh node and topology
client. Mobile Client is the receiver. failover. Lost packets. Sky is the receiver.
Note that we move through the vicinity of a different set oflas in this experiment. There
were also 10 handoffs during this experiment. The througisgust3Mpbs when the client
is connected directly to the Internet gateway, which is lothvan expected. This bandwidth
is a CPU limited amount; the CPU is 100% utilized at this poi the number of hops
increases, the throughput goes down to aldddbps. The throughput returned back to
the original amount when we reached the original locatioengtwe started the test. TCP
connection remained open at all times, and packets keptitpregularly.

Fail-over: In this experiment we evaluated the fail-over performantceuw system
when the access point currently serving the client suddemnalghes. We used a stationary
client connected to access poit sending a VoIP stream to tiskybox. As theClientwas
sending packets, we suddenly disconnected the power atli3odégure 3.16 shows the
packets lost abkyfrom theClientwhen node 3 fails. We can see that there are 5 intervals
of loss close to each other. The first loss interval occurbe@Slientkeeps sending packets
to nodel3 after it fails. Shortly thereafter, node notices it does not receive link quality
measures from nodE3, and sends a gratuitous ARP to the client, forcing its handof

our topology, the minimum hop distance routing selects dlwer between nodd® and15
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to go through node$3. After nodel3 crashed, nodé2 and nodel5 do not receive link
quality updates from each other, until routing in Spineeaired. Therefore, both nodes
12 and 15 believe they have the best link quality to the client. Theyhbaosist on taking
over the connection from the client, sending ARP messagies\Wée can see this behavior
in the six handoff oscillations depicted in Figure 3.16.cgimodel5 does not have a route
to the Internet gateway until the routing protocol in Spidesects the failure (its original
route went through node3), whenever it takes over th€lient, the data packets are lost.
This explains the following intervals of loss after the iaithandoff. After Spines detects
the failure and the network routes are fixed, packets fronCtlemtare no longer lost (both
nodesl2 and15 can reach the Internet gateway). However, it takes a few mecends
for nodesl2 and15 to send their link quality measures to each other and decidehvone
should serve th€lient Indeed, Figure 3.16 shows three more handoffs betweersriade
and15 until 12 is selected to serve the client.

Overhead: In this experiment we measured the management overheae system as
additional mobile clients are introduced into the netwdfe evaluated the control traffic
required to propagate routing and group membership infoamao handle client mobility,
and to maintain network’s topology. We focus on the overhadate controltraffic, as the
overhead caused by duplication of data packets was distustge previous experiments.

There are five main components of the control traffic:

e Hello messages: The mesh nodes send beacon messdgds/tés everys seconds
in order to discover changes in the topology (node crashadditional nodes in the
system). This traffic does not depend on the number of molidets in the system,

nor on their mobility.

e Link state updates: These messages propagate informéiban eopology changes.
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The state update messages are small (under 36 bytes), atiplensthtes are aggre-
gated in a single packet whenever possible. Since the melgdsrzoe stationary and
the topology is relatively stable, and because we use telsthte updates, this over-
head is negligible (basically 0 in our experiments). Thaemrefwe do not consider it

in our analysis.

Group state updates: These are the messages used to exghamgenembership
information between the nodes. The state update messagedsarsmall (under
36 bytes), and multiple states are aggregated in a singlkepatenever possible.
The number of group state updates is highly related to thalityodnd the number
of clients. As a client moves, some mesh nodes will joirCitstrol GroupandData

Group, while others will leave.

Gratuitous ARP messages: Gratuitous ARP messages areystrd members of
Data Groupsas described in Section 3.3.3. The size of an ARP pack g/tes.
As mobile clients change their access points as they mogeARP traffic depends

mostly on the number of the clients and their mobility.

Monitoring messages: These are ARP heartbeat packetsr¢hsemt (and received)
by the access points to assess the quality of the link witieatclin our experiments
an access point probes a client every second. This compoh#m control traffic

increases linearly with the number of clients.

Link Quality updates: Nodes in the vicinity of a mobile cliesxend68 byte messages
periodically, to share information about the link qualigtiween the members of the
Control Group and during handoff. The Link Quality traffic depends on thenber

of clients and their mobility.
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Figure 3.17: Overhead traffic.

We first measured the overhead traffic in tests with differannbers of stationary
clients: 18, 36, 54 and 72. The clients were evenly spreatiemiesh network, which
correspondsto 1, 2, 3 and 4 clients, respectively, condectE8 access pointin our testbed.
To support such experiments, which require a large numbeinofiltaneous users, we
implemented a client emulator that generates the apptepraantrol traffic associated with
a regular client. From the 802.11 network and from the sy'steerspective, there was no
difference between an emulated client and a real clientrmgeof control traffic. In the
second test we evaluated the system while the clients wewnmthrough the coverage
area, each one randomly switching its access point abouny eviaute.

Our measurement reflect the traffic seen by a single mesh node,11. For each type
of traffic, we measured the overhead traffic consideringuheilze of the packets including
the IP and UDP headers. Figure 3.17 illustrates the overtnafid as the number of clients
increases for static and moving clients. Table 3.1 showatkeage number of packets per
second sent and received for each type of overhead traffictrencorresponding average
throughput rates are shown in Table 3.2.

In the stationary tests, the highest bandwidth consumerthedink quality update

traffic. The average throughput of Link Quality messages geond increased from
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Hello Joins/  Gratuitous Link Link Overall
Leaves ARP monitoring  Quality

18 clients, stationary 1.16 0.36 0.15 4.93 25.11 3172
36 clients, stationary 1.16 1.34 0.29 9.26 60.97 73.02
54 clients, stationary 1.16 1.23 0.41 13.85 96.65 113.30
72 clients, stationary 1.17 1.06 0.52 24.84 102.18 129.77
18 clients, moving | 1.16 5.72 0.11 5.26 23.65 35.90
36 clients, moving | 1.15 11.71 0.39 14.29 70.32 97.86
54 clients, moving | 1.06 17.09 0.24 19.11 15.25 152.74
72 clients, moving | 1.14  29.52 0.75 29.12 153.15 213.68

Table 3.1: Average number of packets sent and received penddor each type of over-
head traffic.

19,258 bps to 78,362 bps. The second worst consumer (alifoxggtimes less) was the
link monitoring traffic, which linearly increased from 18 0®ps to 5,564 bps. The rest of
the traffic is low: as expected, tello protocol has a constant overhead, which amounted
to approximative 633 bps (1.16 average messages per sewbiid)the traffic generated
by joins/leaves stayed below 700 bps. The gratuitous ARRctraas almost zero as the
clients were stationary. Overall, the average overheagased linearly with the number
of clients, from 20.7 kbps for 18 clients to 82.2 kbps for 7i2mis.

In the tests with moving clients, the highest bandwidth comsr continues to be link
quality traffic — with a maximum of 117,436 bps for 72 clienttkwever the second is now
the group membership traffic, which grows from 2,962 bps &clients to 15,627 bps for
72 clients. This is because the movement of the clientstexbin increased activity on their
ClientandData Groups Since the clients moved randomly in the network, the dgmst

node stays about the same throughout the experimentsidtestiee link quality monitoring
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Hello Joins/ Gratuitous Link Link Overall

Leaves ARP monitoring Quality
18 clients, stationary 629.74 183.65 34.09 1,105.39  19,257.2221,210.09
36 clients, stationary 633.42 690.70 64.44 2,074.30  46,818.4850,281.35
54 clients, stationary 632.56 634.23 91.16 3,102.14  74,124.8478,584.93

72 clients, stationary 635.08 551.53 117.57 5,563.51  78,361.4885,229.18

18 clients, moving | 632.50 2,961.15 23.58 1,177.88  18,264.8023,059.90
36 clients, moving | 625.60  6,098.08 86.24 3,202.08 54,061.4464,073.44
54 clients, moving | 578.97  8,912.00 52.80 4,280.00 88,414.8802,238.63

72 clients, moving | 617.70 15,626.32 169.08 6,523.46 117,436.4810,373.06

Table 3.2: Average throughput rates for each type of overbradfic. Results are in bps.

traffic is about the same as in the stationary test. The goasiARP traffic is higher than
before (each client experienced a handoff approximatedyyeminute, which corresponds
to more than one handoff per second in the entire networl\rrall is extremely low. The
network topology remained unchanged causing the same arabhallo traffic. Overall,
the average overhead increased linearly with the numbdrerits, from 22.5 kbps for 18
clients to 127.1 kbps for 72 clients.

The aggregate management overhead increases linearlytheitaddition of clients,
from 1.4 kbps per client for stationary clients, to 1.9 kbps @ient for moving clients.

Finally, we demonstrate the operation of the system in a rdierse scenario, and
show the overhead traffic sent and received by node 11 durenedperiment (Figure 3.18).
We started with no clients in the system (section A), and tradually added 72 stationary
clients evenly spread in the mesh network (section B). Alidlents are stationary for some

time (section C), after which half of them started to moveiisa D).
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Figure 3.18: 18 nodes, 72 clients. Overhead Traffic. (A) inent$, (B) 72 clients connect,
(C) all clients are stationary, (D) 36 of the clients startving throughout the mesh.

Throughout the experiment, the hello and gratuitous ARfidrstays very low, com-
pared to other components. As clients join the network, veeasamall increase in the client
monitoring traffic, which remains stable after all the cteeare connected. In contrast, as
clients join the network, we see a significant increase iugrstate update traffic due to
mesh nodes joining th€ontrol and Data groups for the clients in their vicinity. Because
the clients are stationary, this traffic goes back to zerer dfte updates are propagated in
the network (section C). However, when some of the cliersig 88 move (section D), the
group state overhead traffic increases again as an effeambmrship changes in tidon-
trol group (due to new clients coming within the vicinity of mestde 11) and th®ata
group (due to handoffs). In the same way, link quality trafficreases while the clients
join the network, but afterwards remains high since meshesqzriodically share link
guality information. We notice a small increase in thisftcafvhen clients start to move
(section D), mainly due to more clients coming within theimty of node 11.

Experiments summary: The experiments show that the SMesh protocols provide in-
stantaneous handoff, with a low overhead caused by dugdichiring periods of instability
caused by handoffs. When sending and receiving both UDP @Ritfiaffic, the connec-

tions were not interrupted, and the loss when a mobile cfiggrins was minimal.
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As expected, a short disconnection happens when the acogdsserving the client
suddenly crashes. In such a case, the system re-adjustsjtaimda few seconds is able to
re-route packets through the network.

The management overhead of the mesh network grows lineattytihe number of
clients, in the worst case at a rate of about 2 kbps per clidinis overhead does not
depend on the amount of data the mobile clients send or ecédonsidering that the
capacity of 802.11g wireless networks is in the order of tdridbps, we conclude that the

management overhead of SMesh is reasonable.

57



Chapter 4

Achieving Fast I nter-domain Handoff

This chapter present the protocols that we developed tosstipgbrid routing and
fast inter-domain handoff in multi-homed wireless mesthwaoeks. The protocol integrates
wired and wireless communication and optimizes perforraarit¢he hybrid routing, in our
case by minimizing the usage of wireless transmissions.

We start by overviewing multi-homed wireless mesh netwgaaksl describe our hybrid
overlay architecture, including topology formation andohigt routing metric. We then
describe our inter-domain handoff protocol, and how TCP dbdP connections need to
be treated differently to maintain connectivity. Finalye demonstrate that inter-domain
handoffs occur instantaneously, with virtually no loss etag, for both TCP and UDP

connections.

4.1 Multi-homed Wireless Mesh Networks

A wireless mesh network extends the connectivity range dbilealevices by using

multiple access points to create a mesh topology and forpackiets over multiple wireless
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hops. As the size of a wireless mesh network increases, tnéerof Internet connected
access pointdrjternet gatewaysneeds to increase to disperse traffic and avoid congestion.
In practice, Internet gateways will reside at differentdtbons and will often be connected

to different network domains. We refer to such mesh netwasksulti-homed In this type

of networks, a mobile client is served by a nearby accesd puan forwards data packets
(potentially over multiple wireless hops) to its closegsehnet gateway.

Multi-homing poses a challenge in providing continuousrastivity to mobile clients
that may move between the areas covered by different acoass pThose access points
will often have different Internet gateways closest to th&khen such a transitiomhéand-
off) occurs, we would like to maintain all previously opened reections, and transfer
them to the new Internet gateway as quickly as possible pwttany involvement from the
mobile device.

In our approach, new connections always use the closeshéttgateway at the time of
their creation, while existing connections are forwardedugh the wired infrastructure to
the Internet gateway where they were originally initiated.the handoff process requires
routing agreement and transferring connections betweemntiolved Internet gateways,

our protocol guarantees that packets are routed corrat#y times.

4.2 A Hybrid Overlay Architecture

A wireless mesh network is comprised of multiple accesstppossibly distributed
in several islands of wireless connectivity such as difietmiildings located close to each
other or parts of the same building. Access points inside@®ss island can communicate,

potentially using multiple intermediate hops. One or mareeas points in each wireless
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Figure 4.1: Hybrid Overlay Mesh Network

island is connected to the Internet through a wired netwieok.Internet connectivity, other
access points rely on multi-hop communication to reach tarhiet Gateway in their island.
Figure 4.1 shows an example of a wired-wireless hybrid meswark with two islands,
each of them with two Internet gateways.

Each access point runs a software router that allows mafiidommunication. These
routers create an overlay topology where some of the linksvineless (between nodes in
the same island) while others are wired (between the Intgateways). In our implemen-
tation we use the Spines overlay messaging system to prowittehop communication as
it offers overlay multicast, anycast and unicast forwagdivwe make use of overlay multi-
cast to auto-discover Internet gateways and to coordiratisions between access points
during mobile client handoffs. We use anycast to forwarea ghaickets from a client to the
closest Internet gateway.

Using one overlay network for both wireless and wired comirzation has several ad-
vantages. Peer-to-peer communication between acceds fmated in the same wireless

island can take advantage of wired connectivity betweertenmternet gateways to short-
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cut multiple wireless hops. In addition, the diameter ofriework is decreased, improving

route update latency and overhead related to control messagthe overlay network.

4.2.1 Topology Formation

The topology formation starts with each access point brastiitg its presence periodi-
cally. Neighboring nodes create bidirectional links andeatise their connectivity through
a link state protocol to other nodes in the network. The lirasitesprotocol uses link-based
acknowledgments such that after a link was advertised &raitcess points in the network,
it will not be advertised again, unless it changes its stailigs reduces communication
overhead for managing the topology.

Internet gateways join a multicast group calledernet Gateway Multicast Group
(IGMG) on which they periodically advertise their wiredenface IP address. The multi-
cast routing is handled by the underlying overlay infrastinee, as explained in the previous
chapter. When two Internet gateways receive each othevisrisements (which initially
travels through the wireless infrastructure to the membfkitse multicast group), they con-
nect through a wired overlay link. This way, the Internetegedys inside an island form a
fully connected graph using their wired infrastructurejle/the other access points inside
the island interconnect based on the wireless connectivityrder to interconnect wireless
islands, at least one Internet gateway in each island neeuks pre-configured to connect
to a set of Internet gateways such that an initial connectaghgis formed. Then, multi-
cast advertisements from all gateways will be propagatadrnet gateways will connect
to each other, and eventually, a fully connected logicgbfaetween all Internet gateways

in all islands is formed.
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4.2.2 RoutingMetric

In a multi-homed wireless mesh network, some of the accdasssdmave wired connec-
tions that can be used to shortcut several hops of wirelessemication, thus decreasing
the number of wireless transmissions. In general, in a coetbivired-wireless routing
metric scheme, it is reasonable to assume that a wired cboneosts much less than a
wireless link. On the other hand, depending on the networklitions it is possible that
wired connections between Internet gateways have differests (based on throughput,
loss rate, latency, etc.).

Our approach uses the best route to a destination congiderneless connectivity
as well as any hybrid route available, and allows for diffén@uting metrics to be used
both on the wired and wireless links. Considering that eaokl@ss link can have an

ActualCost metric of at least 1, the routing cost of that link will be:
Cost = ActualCost x (M + 1)

where M is the maximum cost that can be associated with a wiaglal For example, if a
wired link can have a maximum cost of 10, and there are 5 agmee$s connected to the
Internet in the mesh network, the value of M is 40 (the largeshber of wired hops in a
path is 4), and the minimum cost of a wireless link is 41. Th&t ob a hybrid path is the
sum of the cost of all the links. This mechanism gives prefeeeo any wired link over a
wireless one, and optimizes the wired path based on a desg&tt. For example, we can

use ETX [63] as the wirelesdctualCost metric, and latency as the wired links metric.
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4.2.3 Handling Mobile Clients

As previously explained in Chapter 3, Mobile clients cortrtectheir closest access
point and use it transparently as they would work with a raeglriternet connected access
point. No special software or drivers need to be installethermobile clients. The mesh
network is responsible to forward packets to and from othients or the Internet. In our
implementation, all access points use a private IP dom&ix{Lz) for their wireless inter-
faces. Mobile clients are assigned IP addresses throughCiH@ the same IP domain.

Packets sent to a mobile client are routed by the overlagsirfucture to the Data Group
corresponding to the receiver client. Local access poh@sjbined the Data Group then
forward the packets to the mobile client. The reason forgisirmulticast group instead
of a single IP address for the client packets is that in periodinstability, when it is

not yet decided which local access point should serve teatclmultiple access points in
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the vicinity of the mobile client may forward the data paskétlso allowing us to deal
with unpredictable moving patterns). When an access peu#ives a packet that has a
destination outside the wireless mesh network, it simpiywéwds it to the Internet Gateway
Anycast Group, an overlay anycast group to which all Integaeways join. This way,

packets are always sent to the closest Internet gateway.

4.3 Inter-domain Handoff M anagement

4.3.1 Internet Gateway Control Group

Packets exchanged between two mobile clients, either isdhee or in different wire-
less islands, simply use shortest path multicast treesiregathe access points that decided
to serve each client. Note that in the stable case, when eolxint communication does
not require a handoff, only one access point in the vicinfta alient will join its multi-
cast Data Group. Therefore, most of the time, the multicaststare simply linear paths.
The multicast trees adjust automatically when mobile tienam within the vicinity of
different access points, as the access points join or lémvelient’s multicast Data Group.
In peer-to-peer communication, packets will follow the igést paths with no need for a
special handoff at the Internet gateways.

In contrast, communication between mobile clients and niberhet is relayed through
the closest Internet gateway. As mobile clients move withsmwireless mesh network,
they may get closer, network-wise, to a different Interreteg/ay in the same island, or
they may move to a different wireless island. In this case ahycast packets, which are
forwarded to the closest Internet gateway, will no longechethe original gateway, and

therefore a solution is required to maintain existing catioas.
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Mobile clients in SMesh work on a private network, and a Nekwaddress Transla-
tion (NAT) is required at the Internet gateway when commatiingy with an external host.
Each Internet gateway has a different external IP addregplidations using TCP, and in
some cases, applications running on top of UDP require patiebe forwarded through
the initial forwarding Internet gateway through the entife of the connection. Changing
one end-point of the connection (the IP address of the lategateway) is often impos-
sible without breaking the existing connection, and thaeeit is better for the handoff
mechanisms to mask this problem inside the mesh network.

One potential solution is to exchange complete connechéormation (NAT tables)
between the Internet gateways periodically and forwarketacto the original owner of
the connection using the wired connectivity. Such a sotutan only be as fast as the
time between two periodic NAT table exchanges, and canmdati real-time traffic such
as VoIP. To support real-time traffic, one can advertise eotian information to all the
Internet gateways when the NAT entries are created. Howeévisr technique tends to
be wasteful, as not all mobile clients may move and change liternet gateway. The
problem is most notable when clients are browsing the letelas many connections are
established for each website and, all of these informatutinch is relevant only for a small

amount of time, would be sent to all of the Internet gateways.
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Our inter-domain handoff protocol provides transparenbifity on a NATed network
with real-time performance. We treat UDP and TCP connestseparately, detect the
existing owner (the Internet gateway from which the conioeawvas initiated) of a connec-
tion, and forward existing connections through their aradiowners. Figure 4.2 shows the

general flow of packets at each Internet gateway.

4.3.2 TCP Connection Handoff

A TCP session requires that source and destination IP axr@sid ports remain con-
stant during the life of the connection. Our mobile clients m a NAT address space, and
although connections are end-to-end, the Internet déstimaegards the source address as
that of the Internet gateway that sent the first SYN packet.eiVd mobile client moves
closer to a different Internet gateway, the new gateway fomsfard all packets of each ex-
isting connection to the original gateway that initiatedttbonnection. On the other hand,
new connections should use the Internet gateway that igrctoghe client at the current
time, and not be forwarded to an old gateway.

In TCP, a SYN packet indicates the creation of a connectioilg@merates a NAT entry,
while a FIN packet indicates the destruction of the conwectilf an Internet gateway
receives a TCP packet that is not a SYN and it does not havetanfenthat connection
in its NAT table, it forwards that packet to the IGMG group. €Tariginal owner of the
connection (the one that has it in its NAT table) relays thekpaito the destination, and
sends a message to the IGMG group, indicating that it is timextion owner for that

NAT entry. Then, any gateway that is not the connection oywél forward packets of

LOne can potentially spoof the address of the original owneedluce the routing overhead of our pro-
tocol. However, egress filtering is commonly used at netwouters and will prevent spoofed packets from
leaving their network.
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that connection to the respective owner, finalizing the estion handoff process. Figure
4.3 shows the stages of such a TCP connection handoff.

If packets arrive at an Internet gateway at a fast rate, akpackets may be sent to the
IGMG group before the connection owner can respond. If nerhdt gateway claims the
connection within a certain timeout (in our implementat®seconds), the new gateway
claims the connection, forwarding the packets directhh®lhternet destination. This will
break the TCP connection, which is the desired behavior ¢h sucase, since it is likely
that the original owner crashed or got disconnected. Cgubm Internet host to close the

connection avoids connection hanging for a long periodrét{TCP default i® hours).

4.3.3 UDP Connection Handoff

Most real-time applications use the best effort UDP seraicbuild their own protocol
on top of UDP to meet specific packet latency requirementsneSapplications, such as
DNS, do not establish connections between participanthiei®t such as SIP in VoIP,
establish specific connections defined by a pair of an IP addred a port at both ends of
the connection.

When an Internet gateway receives a UDP packet with a nevepsaurce and destina-
tion addresses or ports, it cannot distinguish betweendbke where this is the first packet
of a new connection, and the case where the packet belongsexisting connection es-
tablished through a different Internet gateway.

We classify UDP traffic on a port number basis@snection-lesand connection-
oriented and choose connection-oriented as the default protocohné€ction-less UDP
traffic is forwarded directly after receiving it from the nimasetwork, on the current shortest

path. DNS and NTP traffic falls into this category.
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Upon receiving a new connection-oriented UDP packet theindnternet destination,
an Internet gateway relays that packet to its destinatiot,adso forwards it to the multi-
cast group that all Internet gateways join (as opposed td @ case, where the access
point only sends packets to the multicast group). If the UREkpt belongs to a connec-
tion that was already established, the Internet gatewatyishiue original owner of the
connection also relays the packet to the destination, andssa response to the Internet
gateway multicast group. After receiving the response,irtiteal gateway will forward
subsequent packets directly to the original gateway, aticheilonger relay UDP pack-
ets of that connection (with the same source and destinatidnesses and ports) to the
Internet. If a response does not arrive within a certain ¢eim€in our implementation
500 milliseconds), the Internet gateway will claim owndpstf the UDP connection, will
stop forwarding packets of that connection to the IGMG gram will continue to relay

packets to the Internet.

4.3.4 Overhead

Internet gateways generate some overhead traffic on thd watsvork during the inter-
domain handoff. Data packets are multicasted over the wietgork to all other Internet
gateways until the owner of the connection responds. Inesistthis process took between
10 ms and 60 ms. Note that data packets are forwarded ing@dmthe end-host and their
latency is much less. After the first handoff of a connectedtes place, all Internet gate-
ways are informed about the owner of that connection, anetbee new data packets are
sent directly to the connection owner. As opposed to thel@ssesintra-domain overhead,
which is only dependent on the number of clients, the intandin overhead is directly

proportional to the number of connections each client hasvé¥er, the traffic generated
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by the inter-domain handoff is small, and uses only the wiretivork.

4.3.5 Discussion

Due to handoff and/or metric fluctuations, there is a pobsilihat packets coming
from a mobile client and belonging to the same flow alternatevben two Internet gate-
ways. This may lead to more than one gateways claiming themkip of the connection.
We encounter such case in TCP when a client retransmits a ®¥iNection request, and
this request is routed through a different Internet gatewayJDP, such case may occur
when two different Internet gateways start forwardingrdlipackets for the same connec-
tion at about the same time. A plausible solution for TCP idetay ownership decision
until a full three-way TCP handshake is seen by the Interatvgay. For UDP, when there
is more than one ownership request in parallel, the gatedegisie the rightful owner of
the connection based on feedback traffic from the end-hdeta@st IP address.

Also note that, in general, our inter-domain handoff protaan be applied in less so-
phisticated architectures. For example, all Internetways can be pre-configured with the
complete set of Internet gateways that will participatehia inter-domain handoff. How-
ever, route optimizations provided by the overlay netwddth in the wired and wireless
network, will not be available, and some other mechanismtineslevised to ensure fast

seamless handoff for mobile clients at the intra-domaigllev
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Host in the wired Internet
close to Mesh Node 11

Figure 4.4: The SMesh Multi-homed Wireless Mesh Testbed.

4.4 Experimental Results

44.1 Setup

We deployed our system on 18 Linksys WRT54G wireless roatensss several floors
in four buildings. Each of the routers is equipped with ongigaconfigured in ad-hoc
mode. Transmit power of the access points was s&btoll’. The Linksys routers were

modified with the available custom openwrt firmware [61] thedvided us with a Linux
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environment suitable for running the SMesh software. Otih@n adding SMesh, no other
changes were made to the openwrt firmware.

We used two laptop computers, each with a Broadcom 802.1bgRCI card in ad-
hoc mode as mobile clients. We used Linux for all experimérasrequired precise timing
measurements. Windows XP was used for a TCP throughputiegrer also showing
how SMesh operates across different platforms. No softatirer than the benchmarking
programs was installed on the laptop computers.

The topology of the wireless testbed used in our experimisrgeown in Figure 4.4.
The topology consists of one main island with two Interngegays, and another smaller
island with one Internet gateway. The islands are discdedetue to a large open grass
area between the buildings. However, a mobile client lathttween the two islands can
reach both networks. Each of the Internet gateways is partidferent domain on the cam-
pus network and within 6 hops of each other through the wistd/iark. Unless otherwise
specified, the topology between the access points was dtatity the experiments. Each
access point box has an identifier, refered to as node id. dtle-idl of Internet gateways
ends with digit 1 (mesh nodes 11, 21, and 31). The closeshkitgateway of mesh nodes
is given by the prefix of the access point box-id (i.e. node &swnode 21 as its Internet
gateway). In addition, the node ids are ordered by numbeop$ from the gateway (i.e.,
node 23 is equal or less number of hops from from its gatewary tiode 24).

Experiments consist of walking with a mobile client from i€ floor of a building
located in the main island to a hallway in the second flootpfeéd by going down to
the ground floor. Then, while walking outside on an open gassa we end up reaching
the second island. This movement results in a few access lpanaoffs and at least three

Internet gateway handoffs. A mobile client will be refertecasClientand the Linux box
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from the Internet asky In all experiments we send a full-duplex (two-way) VolPffica
The VoIP traffic consisted of 160 byte packets sent every 2@tasrate of 64 Kbps, for
5 minutes. We focus our experiments on VoIP as a represeaiapplication that poses

severe latency requirements.

4.4.2 Measurements

Peer-to-peer UDP test: During this experiment one mobile clients is stationaryle/hi

the other walks through the previously described path. iRgutecisions are based on the
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path that decreases the number of wireless hops betweelights ¢n the hybrid wired-
wireless overlay network. The stationary Client is coneddb node 22 at all times; the
Client does not experience any handoff throughout the éxyget. Figures 4.5 - 4.8 present
the results of this experiment.

In each graph, the access point that serves the mobile digihdwn on the right vertical
axis. The current access point is represented with a caniswdotted line. Horizontal
plateaus of the dotted line represent stable periods intwthie access point serves the
moving client, while vertical jumps between plateaus repré handoffs between access
points. For example, Figure 4.5 shows a transition from ridd® node 14 around packet
number 2000.

Figures 4.5 and 4.6 show the one-way latency of packets gsatieereceived at each
client. The initial latency represents 3 wireless hops filugred hop. This is because there
is one wireless hop between the mobile client and node 1%, gute wired hop between
node 11 and node 21, plus two wireless hops between node 2hesthtionary client who
is connected to node 22. Note that, network wise, this cpaeds to one wireless hops. A
direct route that did not use the hybrid wired-wireless eonbuld have used an additional
wireless hop in order to route packets between the clients.

Around packet 2000, the latency increases slightly as medesn13 and 14 require
one additional wireless hop through the hybrid route towane stationary client. Around
packet 5000, the client connects to mesh node 12. Insteading the wired-wireless
hybrid path, the node uses a direct path as the cost in termgealéss transmissions is the
same. The decrease in latency, which is about 3ms, repsabentost of going through the
wired network plus one additional application level roure two clients connect through

the same access point around packet 7000. The mesh nodeotieects through a node
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that is two direct wireless hops away, and then one wirelepsalvay, until packet 13000.
Then, the mobile client moves to a node that resides in ardiifasland, and must use the
hybrid path to reach the stationary client. Note that therley is similar to the one at the
beginning of the experiment, where a different overlay timough the wired network was
used to forward packets to the stationary client.

Overall, 13 packets were lost in one direction and 11 in therotFigure 4.7 shows
the lost packets at the stationary client, who experienicedrtost number of losses. Loss
is represented as cumulative number of losses over the Gagackets. A maximum of
two consecutive packets was lost around packet 9000. As itedess medium is shared,
a sudden loss may be triggered by a number of factors inajushternal wireless commu-
nication or interference from our own wireless network. dAlsses can help to trigger a
handoff when in conjunction with the RSSI, the metric of a maede that is starting to
have better connectivity goes above the threshold. In neastime applications, the effect
of a relatively small number of packets being lost can be campted with no interruption
in service or significant quality degradation.

Figure 4.8 present the delay jitter for the stream receivéldeamobile client. The Inter
Quatrtile Range (IQR), which represents the difference betvthe 25 and the 75 percentile,
was just 3.2ms. This is slightly higher than the IQR expeargehduring the intra-domain
handoff in the previous Chapter, but considering that noth ltee sender and the receiver
are in the wireless network, the increase in the IQR is natitant.

There were only 18 duplicates over the 8 handoffs experatbgethe mobile client,
49 packets arrived aftei00ms out of which2 packets arrived afte200ms. The other
client did not experienced any handoff, and therefore thexee no duplicate packets in

this direction.
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Connection Oriented Inter-domain Handoff UDP test: This test is done between a
single mobile laptopClient, and the Internet connected machiSky Figures 4.9 and 4.10
show the one-way packet latency for packets receivétliant and Sky respectively. The
horizontal lines markedG o separate the graph into three areas defined by the Internet
gateway forwarding the mobile client’s packets to and frbw lnternet. An inter-domain
handoff happens when the dotted line, showing the currer@sacpoint serving the client,

crosses one of the horizontal line.

The initial latency of just about 5ms represents the latembgn going through the
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Internet gateway that is the owner of the connection. We thewve between three differ-
ent access points, each one hope from the original gatewdyha latency stays constant
at around 9ms. The following handoff, around packet 5000wshthe first inter-domain
handoff in the system; the new node handling the client, ri®Jds closer to a different
Internet gateway, node 21. Although the number of wirelegsststayed the same, the
latency increases as there is additional processing antbeenet gateways and the wired
network needs to be crossed. However, the increase is Yatenot symmetrical. The rea-
son is that there is additional overhead in processing patkat flow towards the Internet
as they need to be sent to our smesh process an additional time

Figure 4.11 shows the packets losBily There were only 8 packets lost, but no losses
during the inter-domain handoffs. The number of packets éinaved after more than
100ms was 2 in the stream fror8kyto Clientand 0O in the stream fror@lientto Sky All
packets were received withitdOms. Considering the total number of packets (15000 in
each direction), very few packets were lost or delayed.

In Figure 4.12 we show the duplicate packets receive@ky These duplicates are
caused by inter-domain handoffs. There was only 1 dupligat&ets on the stream in the
entire experiment, and they occurred during the first Irdegateway handoff. Since Box
21 was not aware initially whether the packets belong to aorean already existing con-
nection, it sent the traffic both to the IGMG group and to thalfdestination (as explained
in Section 4.3.3). Because node 11 already had a connedtiablished for that stream in
its NAT entries, it forwarded the packets to the Internetidasion, and at the same time, it
notified the other gateways that it is the owner of the conaecby sending an acknowl-
edgment to the IGMG group. As soon as node 21 received an ehipeacknowledgment

from node 11, it stopped relaying packetsSiyand started forwarding the packets to node
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11. Since there was only 1 duplicate packet received by 8kynter-domain handoff took
less than 20ms to complete. Note that after the notificaadingateways learned about
the ownership of that connection. This is the reason thexearduplicates in the second
gateway handoff, from node 21 to node 31 that occurs befaregbd 4000.

TCP handoff test: In the next experiment, we used a 802.11g wireless card imtie
bile client, and configured the mesh to 802.11g with a fixeel 6chB86Mbps. We moved the
Client throughout two floors, going down and then up through difiesgairs in opposite
sides of the building.

Figure 4.13 shows the TCP download throughput experiengetthd> mobile client.
Note that we move through a different set of nodes in this expt. There were 9
handoffs during this experiment. As in the TCP intra-don&iperiment where we walk
through the same path (depicted in Figure 3.15), the thrpuiglas initially3Mpbs when
the client is connected directly to the Internet gatewayctvis lower than expected. This
bandwidth is a CPU limited amount; the CPU is 100% utilizethet point. As the number
of hops increases, the throughput goes down to abgllps. The inter-domain handoff
takes place around second 130, where we see the throughpgtgoto abou®.3Mbps.
The throughput returned back to the original amount wheneaehied the original location
where we started the test. TCP connection remained opehtanhas, and packets kept
flowing regularly.

Mesh Gateway Failure test: It is interesting to see what happens when the Internet
gateway used by a TCP connection suddenly fails. If thatmetegateway is the owner
of the connection, then we expect that the connection waakr However, if the Internet
gateway is not the original owner of the connection, butegathe one closer to the mobile

client that forwards packets to the owner Internet gatewayexpect the mesh network to
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discover the failure and adjust the routing such that tha gatkets will reach the owner
gateway.

In this experiment we started a TCP connection betw&emtandSkyand then moved
the client in the vicinity of a different Internet gatewagréing a gateway handoff to occur.
Then we unplugged the power of the current Internet gatewayure 4.14 presents the
evolution of a TCP flow where the X axis shows the time and thei¥ shows the packet
sequence number. The graph starts after the first handoff tihe original gateway. The
graph shows about 8 seconds of disconnection requiredéantsh network to detect the
failure and adjust its routing. After that, it takes a few mseconds for TCP to catch up
with the original rate. The network reacting to the failumaitimely manner prevented the
disconnection of the TCP connection, overcoming the ctifrgarnet gateway crash.

Experiments summary: The experiments show that the SMesh inter-domain proto-
cols provide instantaneous handoff, with a very low ovedhesused by messages sent to
Internet gateways through the wired network while discimgethe originating gateway for
a connection. We also show the benefit of multi-homed wisahessh netorks for lowering

the usage of the wireless resource and for increasing ttadilgl of the mesh. When an
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Internet gateway failed and there was at least one othehabée gateway in the mesh,
our system was also able to maintain all connection that dicbriginate from the failed
Internet gateway.

As opposed to the wireless intra-domain overhead, whicmig dependent on the
number of clients, the inter-domain overhead is directlgportional to the number of
connections each client has. However, the traffic genetatede inter-domain handoff is
small. Considering that the capacity of the wired netwonkigch higher than that of the
802.11 wireless network and that our inter-domain handd#s less than 40ms in average
to complete, we conclude that our inter-domain handoffqaotwill not add a significant

overhead in the wired network.
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Chapter 5

Conclusion

The shift from wired to wireless connectivity has openedhbezon to an era where
users expect that their service will not be impaired by timavement between access
points. In parallel, real-time applications such as Vol expected to keep growing in
popularity. We have shown how wireless mesh networks cariggancrease coverage and
increase redundancy for added reliability, with the steaudg stable service necessary to
provide such services without any degradation in qualiges¥ice to this growing segment.

This thesis presented the architecture and protocols ocdmless wireless mesh net-
work that offers fast intra-domain and inter-domain hahtimobile users. Our approach
allows users to engage in using real-time applications sscimteractive Voice over IP
without any degradation in quality of service as users m@e/ben access points through-
out the mesh.

Fast handoff was achieved by using multicast groups to coatel decisions between
access points and between Internet connected access foosemmlessly transfer connec-
tions as the mobile clients move throughout the mesh. We@isimized the use of the

wireless medium by short-cutting wireless hops througles/zonnections.
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We demonstrated the efficiency of our protocols through Bx@eriments using
SMesh [1], a complete and available system. Our approade\ashvery good results,
allowing unmodified mobile clients to roam freely throughthe wireless coverage area
of the mesh network without any interruption in service. Wiaugified the overhead and

demonstrated that it is small compared to the data traffic.
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