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Abstract

Wireless mesh networks extend the connectivity range of mobile devices by using mul-

tiple access points, some of them connected to the Internet,to create a mesh topology and

forward packets over multiple wireless hops. Mobile clients should be able to freely roam

within the area covered by the mesh and maintain their connectivity at all times.

This thesis presents the architecture and protocols of the first transparent wireless mesh

system that offers seamless, fast handoff, supporting VoIPand other real-time application

traffic for any unmodified 802.11 device. The entire mesh network is seen by the mobile

clients as a single, omnipresent access point. Access points continuously monitor the con-

nectivity quality of any client in their range and efficiently share information with other

access points in the vicinity of that client to coordinate and decide which of them should

serve the client. We first show an intra-domain handoff protocol that transfers connectiv-

ity between the access points serving the mobile device. We then show an inter-domain

handoff protocol that transfer connectivity between access points connected to the Internet.

Both handoffs, which can occur simultaneously, maintain all previously opened connec-

tions while transferring them as fast as possible without any involvement from the mobile

device. Experimental results on a fully deployed mesh network demonstrate the effective-

ness of the architecture and its handoff protocols.
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Chapter 1

Introduction

Wireless networks have changed the way people connect to theInternet, giving users

the freedom to connect from anywhere within the coverage area of a wireless access point.

Wireless Mesh Networks extend the wireless coverage area ofan access point by having

only a few of the access points connected to a wired network, and allowing the others to

forward packets over multiple wireless hops. A mesh networks can span a large geograph-

ical area and Internet connected access points (Internet gateways) may reside at different

network domains, effectively creating amulti-homedwireless mesh network.

When a user moves outside the range of an access point and closer to another, it

switches its connectivity to the closest access point. Thisconnectivity change involves

a transition (handoff) before being able to route packets to and from the new accesspoint.

Maintaining connectivity requires a handoff at two levels.An intra-domain handoff is re-

quired to transfer connectivity between the access points serving the mobile device. At a

higher level, an inter-domain handoff between access points connected to the Internet may

be required on existing Internet connections. Both handoffs, which can occur simultane-

ously, must maintain all previously opened connections while transferring them as fast as
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possible. Ideally, the handoff should be completely transparent to mobile clients. There

should be no interruption in network connectivity, and the communication protocols in-

volved should follow the standards deployed in regular wireless devices. We call a wireless

network that offers such a service aseamlesswireless mesh network.

While cell phone networks solve the handoff problem using signaling embedded in

their low-level protocols, there are currently no efficient, transparent handoff solutions for

wireless 802.11 networks. Most wireless mesh networks today require specially modified

clients in order to transfer connectivity from one access point to the next. Others, even if

they give the appearance of continuous connectivity to a roaming client, provide connec-

tions that are in fact interrupted when a client transfers from one access point to the next,

with delays that can be as long as several seconds. For some applications (e.g. transfer-

ring files), this delay is acceptable; however, it is far too long for real-time traffic such as

interactive Voice over IP or video conferencing.

This thesis presents the architecture and protocols of the first transparent wireless mesh

network that offers seamless fast handoff, supporting VoIPand other real-time application

traffic. All the handoff and routing logic is done solely by the access points, and therefore

connectivity is attainable by any 802.11 mobile device, regardless of its vendor or archi-

tecture. In order to provide this level of transparency to mobile clients, our approach uses

only standard network protocols. The entire mesh network isseen by the mobile clients

as a single, omnipresent access point, giving the mobile clients the illusion that they are

stationary.

A software system called SMesh [1] was created to enable us topursue the research

presented in this thesis with a practical approach. The system was deployed throughout

various building at The Johns Hopkins University main campus and made available as

2



open-source for others to deploy. Our experiments were conducted with real clients moving

throughout the SMesh deployment, demonstrating the performance of our protocols in a

realistic environment.

1.1 Highlights and Contribution

We present a new architecture and algorithms for providing seamless connectivity and

fast handoff to mobile clients. The approach requires that we provide intra-domain handoff

when the client moves between access points, and inter-domain handoff when the client

moves between mesh nodes connected at different network domains.

Fast intra-domain handoff is achieved by controlling the handoff from the mesh infras-

tructure and by using multicast to send data through multiple paths to the mobile client

during handoff. Mobile clients are handled by a single access point during stable connec-

tivity times. During the handoff transitions, our protocols use more than one access point

to handle the moving client. Access points continuously monitor the connectivity quality

of any client in their vicinity and efficiently share this information with other access points

in the vicinity of that client to coordinate which of them should serve the client. If multiple

access points believe they have the best connectivity to a mobile client, and until they syn-

chronize on which should be the one to handle that client, data packets from the Internet

gateway (or another source within the mesh network) to the client are duplicated by the

system in the client’s vicinity.

Fast inter-domain handoff is achieved by using multicast groups through the wired net-

work to coordinate decisions and seamlessly transfer connections between Internet gate-

ways as mobile clients move between access points. New connections always use the
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closest Internet gateway at the time of their creation, while existing connections are for-

warded through the wired infrastructure to the Internet gateway where they were originally

initiated. As the handoff process requires routing agreement and transferring connections

between the involved Internet gateways, our protocol guarantees that packets are routed

correctly, at all times.

While duplicating packets and tightly coordinating accesspoints in a client’s vicinity

may seem to incur high overhead, this thesis will quantify the overhead and demonstrate it

is negligible compared to data traffic.

We also show how our system supports peer-to-peer communication between mobile

clients by providing automatic routing for clients connected to the mesh. The forwarding

and coordination between the access points is done using ourSpines messaging system [2]

that provides efficient unicast, anycast, and multicast communication.

The main contributions of this thesis are:

• The firstseamless802.11 wireless mesh network with fast handoff that supports real-

time applications such as interactive VoIP and video conferencing.

• A simple and practical architecture that seamlessly integrates wired and wireless

connectivity in multi-homed wireless mesh networks.

• Novel use of multicast for localized access point coordination in tracking mobile

clients, for robust mesh to client communication during intra-domain handoff, and

for communication between Internet gateways during inter-domain handoff.

• Novel use of anycast for mobile client to mesh Internet gateway communication.

• Innovative use of the DHCP and ARP protocols for monitoring connectivity qual-

ity of mobile clients and for creating a single, virtual access point throughout the

4



wireless mesh.

1.1.1 Thesis Organization

The rest of the thesis is organized as follows: The next section overviews related work

in wireless mesh networks, intra-domain handoff, and inter-domain handoff. Chapter 2

describes our wireless mesh system, SMesh, and presents itsarchitecture, seamless con-

nectivity and monitoring of mobile clients, and how SMesh transparently routes packets

through an overlay network with a generic interceptor. Chapter 3 presents our fast intra-

domain handoff protocol, which includes client monitoring, mobility management, and fast

handoff approach. In Chapter 4, we present our fast inter-domain handoff for multi-homed

wireless mesh networks and how TCP and UDP connections are separately handled to cor-

rectly route these packets. Chapter 5 summarizes our contribution and concludes the thesis.

1.2 Related Work

Much of the work on handoffs in 802.11 wireless networks is essentially trying to dupli-

cate the successful handoffs that already exist in cell phone networks when a mobile device

roams between towers. By requirement, a cell phone handoff must be quick enough to

support full-duplex voice communication without a perceivable gap in either voice stream.

Seamless mobility in wireless mesh networks must account for movement at two differ-

ent levels: intra-domain, between access points, and inter-domain, between Internet con-

nected access points potentially connected on different networks. As such, our work re-

lates to previous work on wireless mesh networks, intra-domain handoff, and inter-domain

handoff. In addition, our approach benefits from the rich setof services overlay networks
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provide.

Good surveys addressing all of these areas were overviewed by Akyildiz et al. in [3]

and [4]. Note that related work may also refer to intra-domain handoff asmicromobility

and to inter-domain handoff as a form ofmacromobility.

1.2.1 Wireless Mesh Networks

There has been a considerable amount of work on wireless peerbased networking. One

of the first commercial mesh networks was Metricom’s Ricochet network [5] in the mid-

90s. Ricochet nodes automatically routed client traffic through half-duplex wireless hops

until reaching a hardline connection.

When the 802.11 standard was ratified in the late-90s, other mesh networks started to

emerged. One of these is the MIT Roofnet [6], [7] project where tens of access points

with roof mounted antennas formed a mesh around campus. Roofnet’s emphasis is more

on route maintainability and optimization than on handing off a client’s connection. Many

other community and commercial mesh network implementations also exist, such as Rice

University TAPS in Houston [8] and Urbana-Champaign Community Wireless Project [9].

Microsoft Research has also done notable work in the area of mesh networks. Their

Mesh Connectivity Layer (MCL) [10] creates a wireless mesh network between Windows

clients. Their approach focuses on efficient routing protocols along with the unique sup-

port for multiple radios on each node. Adya, Bahl, Wolman, and Zhou have shown [11]

that using multiple radios on a mesh node combined with smartrouting algorithms [12]

will dramatically improve the throughput of a wireless meshnetwork. Their work necessi-

tates a specific network driver on all mesh network participants, including the clients. Our

approach requires no such modification to clients, and worksacross a variety of operating
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systems.

The IEEE 802.11s Mesh Networking standard, analyzed by Campand Knightly in [13],

specifies three different types of mesh nodes. Mesh points (MP) includes all mesh nodes

that participate in the wireless backbone to increase the mesh connectivity. Some mesh

points serve as mesh access points (MAP), providing connectivity to clients within their

wireless coverage area. Also, some mesh nodes may serve as mesh portals (MPP), con-

necting the wireless mesh to an external network such as the Internet. In our approach, we

assume that every node is potentially an access point, as it increases the availability of the

system. Furthermore, other than Internet connectivity, wemake no distinction between the

capabilities available in nodes that are simply MAP, MPP, orboth.

1.2.2 Intra-domain Handoff

Cell networks achieve smooth handoff by sharing information between towers about a

given mobile device. This session data is used for routing and is updated whenever a phone

switches cells [14], [15]. The 802.11 standard lacks the handoff mechanisms available in

today’s cell network protocols.

Mishra, Shin, and Arbaugh [16] analyzed the link-level handoff performance in current

802.11 hardware. Approximately 90% of a handoff delay is attributable to the client adapter

scanning for its next AP. Their experiments also illustratethat the practical handoff delay

can vary widely depending on the vendors used for the client network card and the AP. Vatn

[17] investigated the latency effects of a wireless handoffon voice traffic. His conclusions

echo those of Shin and Arbaugh in that the handoff latency canvary widely depending

on the hardware vendor used. Since our approach does not require reassociation during

handoff, we do not suffer from these vendor specific delays.
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Ramani and Savage [18] recently demonstrated that a quick link-level handoff is pos-

sible on 802.11 networks when the client monitors the signalquality of access points and

uses a fast scanning mechanism to listen to all APs in range tochoose the best one. Their

SyncScan system has achieved an impressive handoff as low as5 ms. The fast scanning

is achieved through driver modifications to a client’s network adapter. In the contrary, our

approach uses any unmodified 802.11 client.

Two well known general approaches to intra-domain handoff are Cellular IP [19] and

Hawaii [20]. A comparison is presented in [21]. In Hawaii, orHandoff-Aware Wireless

Access Internet Infrastructure, messages are exchanged between the old gateway and the

new gateway for forwarding packets. Cellular IP establishes routes based on traffic from the

client, and handoff takes place when a cross-over router is reached. However, applications

like Push-to-Talk [22] may require packets to be sent to mobile clients that are only re-

ceiving traffic. In addition, these approaches rely on clients initiating the handoff process,

and do not address the link level handoff delay present in 802.11 networks when clients

reassociates with another access point. Other approaches to intra-domain handoff, such

as TMIP [23] and [24], improve handoff latency in 802.11 networks but do not overcome

these limitations. Other general approaches such as IDMP [25], SMIP [26], and HMIP [27]

focus on hierarchy to reduce the global signaling load to improve scalability. In contrast,

we provide a complete link-level and network-level solution and propose a novel approach

for controlling the handoff from the infrastructure.

In [28], Caceres and Padmanabhan propose the use of gratuitous ARP messages to

achieve transparency in the wired infrastructure during handoffs. In their approach, mobile

clients initiate the handoff themselves, and the access points send gratuitous ARPs to their

upstream routers to create the illusion that mobile clientsare always connected to the wired
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network. The approach requires all access points to be directly connected to the same wired

ethernet network.

Seshan, Balakrishnan, and Katz used a multicast approach inthe Daedalus project [29]

to ensure timely delivery of client traffic during a handoff in a cell-based wireless computer

network available in 1996. Their handoff implementation resulted in a delay as low as 8-15

ms without any lost packets on a 2 Mbps link. In Daedalus, eachbase station was con-

nected to the same Ethernet network. A non-primary base station near a client would join

a multicast group unique to the client to ensure that it couldimmediately begin forwarding

packets if it became the primary serving base station. In contrast to our approach, handoff

in Daedalus was initiated by the client upon receiving a stronger signal from a new base

station.

Helmy, Jaseemuddin, and Bhaskara show in [30] how fast handoff can be achieved in

wireless networks by requiring mobile clients to explicitly join a multicast group to which

packets are multicast-tunneled through the infrastructure. Multicast during handoff, refered

to as simulcast, is also used during handoff in S-MIP [26]. Ina different approach, Forte and

Schulzrinne [31] propose a scheme where clients collaborate in multicast groups with each

other clients in their vicinity to share useful informationabout the network and improve

handoff performance. Our approach does not require any modifications to the mobile client

thus supporting standard mobile devices of any architecture or operating system.

The IEEE has also been working on standardizing handover forwireless IP networks at

two different levels. The 802.11r standard aims at providing fast Basic Service Set (BSS)

transition by allowing clients to use their current access point as a conduit to other access

points. The 802.21 standard aims at providing handover between different network types,

commonly known as media independent or vertical handover. These approaches require
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modifications to the 802.11 standard, and so to the access points and to every client device.

In our approach, no modifications are necessary.

Existing experimental wireless mesh testbeds that supportclient mobility include Mesh-

Cluster [32] and iMesh [33], both of which work with mobile clients in infrastructure mode.

MeshCluster, which uses MIP for intra-domain handoff, shows a latency of about 700 ms

due to the delay incurred during access point re-association and MIP registration. iMesh

also offers intra-domain handoff using regular route updates or Mobile IP. Using layer-2

handoff triggers (no moving client), handoff latency in iMesh takes 50-100 ms. The ap-

proach was later used in a more realistic environment for improving VoIP performance in

mesh networks, with similar results [34]. SMesh [35, 36] provides 802.11 link-layer and

network-layer fast handoff by working in ad-hoc (IBSS) mode, controlling handoff from

the mesh infrastructure, and using multicast to send data through multiple paths to the

mobile client to deal with incomplete knowledge and unpredictable moving patterns.

1.2.3 Inter-domain Handoff

Two general approaches for supporting inter-domain handoff are Mobile IP (MIP) [37]

and Mobile NAT [38]. In MIP, a client binds to an IP address at the Home Agent (HA). As

the mobile client moves to a different access point or domain, it receives a Care-of-Address

(CoA) from a Foreign Agent (FA). The mobile client then registers its new CoA with its

HA, and data is then tunneled through the HA. Our approach does not require binding

the mobile client to a specific Home Agent, but rather ties each connection to the Internet

gateway that is closest at the time the connection is initiated.

In Mobile NAT, a client receives two IP addresses through DHCP: a binding address

for the network stack, and a routing address that will be visible in the network. As the
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mobile client moves to a different domain, the client may receive a new routing address.

However, as end-to-end connections were initiated from theIP address of the network

stack, which remains the same, existing connections will bemaintained. The approach

requires modifying the mobile client network stack to be aware of the protocol, and also

changes in the standard DHCP protocol. Our approach does notrequire any modifications

to the mobile client or the DHCP standard.

Many reactive approaches have been proposed to address Internet connectivity in wire-

less ad-hoc networks [39–43]. Some of them provide good connectivity while paying the

cost of a fairly high overhead due to periodically advertisements from Foreign Agents,

while others adjust slower, using a reactive approach and broadcast advertisements to find

Foreign Agents on demand. A hybrid approach that achieves the same connectivity as in

pro-active protocols but with less overhead was proposed in[44]. These schemes usually

share similarities with Mobile-IP and although they are suitable for ad-hoc networks, they

do not perform well in wireless mesh networks. Backbone nodes in a mesh network are

stationary, as opposed to the nodes in ad-hoc networks, leaving space to more efficient

protocols that exploit the relative stability of the mesh nodes.

Our work also relates to hybrid networks that connect some ofthe nodes through the

wired network to improve efficiency in the use of the wirelessspectrum [45]. An interest-

ing problem addressed in [46–49] deals with interconnecting wireless LANs with cellular

networks. This problem is complementary to our work, which focuses on interconnecting

wired and wireless networks.

11



1.2.4 Overlay Networks

Overlay networks enable developers to implement new services on top of the IP network

infrastructure without requiring special support from theunderlying network. They are

usually built as application level routers to ensure flexibility and usability across platforms,

at the cost of requiring packet to traverse through user space. Examples of application level

overlay routers include RON [50], End-System-Multicast [51], and Spines [2,52].

RON routes packets through a user level router on an overlay network to increase the

reliability of the end-to-end path when compared to using the underlying direct path. End-

System-Multicast also routes through an application router to support overlay multicast

without infrastructure support.

Spines is a more generic overlay network that provides transparent multi-hop unicast,

multicast and anycast communication with a variety of link and end-to-end protocols. For

example, semi-reliable links can recover from some loss in the overlay links while packets

are independently forwarded to their destination in order to improve VoIP [53] quality.

Spines has a socket-like interface that makes the interconnection with other components

very easy. It uses an addressing space composed of virtual IPaddresses and virtual ports.

Regular socket calls such assendto()or recvfrom()are mapped directly into Spines API

calls. The SMesh system presented in this thesis instantiates a Spines daemon on each

wireless mesh node to manage group membership and to forwardmessages within a multi-

homed wireless mesh network.
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Chapter 2

SMesh, A Seamless Wireless Mesh

Network

In this chapter we present the wireless mesh network paradigm and introduce our wire-

less mesh network system, SMesh [1], that we developed to realize the protocols and algo-

rithms presented in this thesis.

We first generalize the mesh networks paradigm, and show the inherent hierarchy in

these networks where two classes of participants, mesh nodes and mesh clients, participate

in different capacity: mesh nodes communicate with each other, possibly using multiple

hops, while mesh clients connect directly through a mesh node, each of which serves as

an access point. This is one of the main differentiating factors between the mesh network

and the mobile ad-hoc network paradigm, where everyone (mesh nodes and mesh clients)

participate as equal in the overall routing strategy. We then introduce our architecture

which manages the clients through an overlay network in the mesh. Finally, we show how

our architecture overcomes a system limitation to divert packets to user space and how we

use this to communicate through an overlay network.
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Figure 2.1: A two-tier wireless mesh network

2.1 Wireless Mesh Networks

Wireless mesh networks provide a promising paradigm to increase the mobility range

of wireless devices. In these networks, multiple access points create a mesh topology and

forward packets using multiple wireless hops. Some of the access points in a mesh network

may be connected to the Internet, while others may not. Mesh clients connect to the mesh

through one of these access points. Figure 2.1 depicts a general overview of a the wireless

mesh network paradigm.

While the access points of a mesh network are usually stationary, mobile devices that

connect to the mesh network can roam throughout the coveragearea and may require con-

14



tinuous service for peer-to-peer communication as well as for external Internet connectivity.

Mesh networks are usually self-organizing and easily deployable. They are useful for

providing connectivity in remote geographical areas, as well as for first responders at disas-

ter affected locations that lack the wired infrastructure.In such scenarios, providing support

for real-time applications such as VoIP is often critical.

2.2 The SMesh Architecture

We consider a set of stationary 802.11 access points connected in a mesh network, and

a set of wireless mobile clients that can move within the areacovered by the access points.

We call each access point anodein the wireless mesh network.

The mesh topology changes when wireless connectivity between the mesh access points

changes, when nodes crash or recover, or when additional nodes are added to expand the

wireless coverage. Mobile clients are not part of the mesh topology. Some of the mesh

nodes, but not all, have a wired Internet connection. We refer to them asInternet gateways.

Each mesh node should be capable of reaching its closestInternet gatewayor any other

node via a sequence of hops.

The mobile clients are unmodified, regular 802.11 devices that communicate with the

mesh nodes to get access to the network. We do not assume any specific drivers, hardware,

or software present on the clients. Therefore,anyregular unmodified mobile device should

be able to use the mesh network transparently.

Our goal is to allow mobile clients to freely roam within the area covered by the wireless

mesh nodes, with no interruption in their Internet connectivity. All connections (reliable or

best effort) opened at mobile clients should not be affectedas the clients move throughout
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Figure 2.2: The SMesh Architecture

the coverage area served by the wireless mesh.

Following the above goals, we implemented SMesh [35, 36], a system that is capable

of providing seamless wireless connectivity to mobile clients. The software architecture of

SMesh is shown in Figure 2.2. Below we describe the two main components of the SMesh

architecture: the communication infrastructure and the interface with mobile clients.

2.2.1 Overlay Communication Infrastructure

The mesh nodes create a relatively stable ad-hoc wireless network. Within this network,

the nodes need to forward packets over multiple hops in orderto communicate with each
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other for reaching the Internet gateways or for coordinating decisions about serving mobile

clients. The nodes also need to discover and monitor their neighbors and to automatically

adjust the mesh routing in case of topology changes.

The communication infrastructure in SMesh is based on the Spines messaging sys-

tem [2, 52]. The Spines overlay network interconnects all nodes through direct links in

the wireless network and through virtual links in the wired network. SMesh instantiates a

Spines daemon on each wireless mesh node to forward messageswithin the wireless mesh.

Each daemon keeps track of its own direct neighbors by sending out periodic hello mes-

sages. Based on the available connectivity, each node creates logical wireless links with its

direct neighbors and uses a link-state protocol to exchangerouting information with other

nodes in the network.

The nodes flood link-state information using reliable linksbetween direct neighbors.

This allows the nodes to send only incremental updates, and only when network topol-

ogy changes. Link state updates contain only information about the wireless links that

change their status. When there are no changes in topology, no routing information is

exchanged. Considering that mesh nodes (access points) aremostly stationary and that

topology changes are relatively rare, the incremental link-state mechanism incurs very low

overhead. Note that in SMesh, mobile clients are not part of the mesh topology.

While this link-state protocol may not be optimal for a general ad-hoc network, it is

optimized for the relatively stable network underlying ourmesh of access points.

Spines allows us to use multicast and anycast functionalityin a multi-hop wireless

environment without infrastructure support. A multicast group is defined as a class D IP

multicast address while an anycast group is a class E IP address. Note that the groups are

defined in the Spines virtual addressing space, not in the actual IP address space of the
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network. When a mesh node joins or leaves a group, the local Spines daemon informs all

the other nodes in the network through a reliable flood similar to the link-state protocol.

Only joins and leaves are flooded to the mesh nodes in the system. The group membership

is maintained in Spines in tuples of the form (meshnodeaddress, groupaddress), such

that each node knows all the groups that other nodes are members of.

Based on the group membership and available connectivity, Spines automatically builds

multicast trees throughout the mesh network. A multicast data message follows the mul-

ticast tree corresponding to its group. Therefore, if several nodes in a certain vicinity join

a multicast group, multicast messages exchanged between them will only be sent in that

vicinity. An anycast data message follows a single path in the tree to the closest member of

the group.

Multicast trees in Spines are built by optimizing on a metricthat can be related to

the number of hops, link latency or loss rate. In our tests, Spines could handle several

hundred thousand group members on regular desktop machinesand was limited only by

the available memory to maintain the data structures. SMeshinstantiates two groups for

each client, with a few members in each group. The more limited Linksys WRT54G routers

used in our experiments have enough memory to support at least 1000 mobile clients at the

same time.

2.2.2 Interface with Mobile Clients

SMesh provides the illusion of a single distributed access point to mobile clients. This

is achieved by providing connectivity information to clients through DHCP [54], and by

routing client packet through the overlay network.
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2.2.2.1 Mobile Client Connectivity

The DHCP Server running at each mesh node (access point) is incharge of providing

network bootstrap information, including a unique IP address, to a requesting client. We

compute this IP address using a hash function on the client’sMAC address, mapped to a

class A private address of the form 10.A.B.C. A small portionof the private IP addresses

in this range is reserved for SMesh nodes, and the rest are available to mobile clients. In

case of a hash collision, the client with the smallest MAC keeps the current IP and any

other client in the collision gets a managed IP. This scheme decreases the amount of IP

management in the network, while assuring that each client gets the same IP address from

any SMesh node.

Of particular importance in the DHCP protocol are theServer ID, Default Gateway,

and theT1, T2 andLeasetimers. TheDefault Gatewayspecifies the next hop router to

use at the MAC level when sending to an IP address outside the client’s netmask. The

Server IDspecifies the DHCP Server IP address that the client should contact to renew

its lease. TheT1 andT2 timers specify when to start unicasting or broadcasting DHCP

requests (DHCPREQUEST), and theLeasetimer specifies when the client must release the

IP address. After theLeasetimer expires, all the connections at the client are terminated.

If the access point responds to a DHCP request before the client’s Lease time expires, it

is able to keep all connections open. In SMesh, the lease timeis set to 90 seconds, which

gives a client enough time to reconnect in case it goes out of range of any of the mesh nodes

temporarily.

Table 2.1 shows our addressing scheme. We set the netmask of the client to a very small

network, thus forcing the client to send packets destined tothe Internet or a peer through its
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Type Address Example Detail

Client IP 10.A.B.C 10.11.12.25 Assigned by SMesh DHCP Server

Netmask 255.255.255.248 255.255.255.248 Assigned by SMesh DHCP server

Default Gateway 10.A.B.C + 1 10.11.12.26 Assigned by SMesh DHCP Server

Network Address 10.A.B.C - 1 10.11.12.24 Calculated by Client with Netmask

Broadcast Address 10.A.B.C + 6 10.11.12.31 Calculated by Client with Netmask

Reachable IP 10.A.B.C + 2 10.11.12.27 Used by SMesh for monitoring client

Table 2.1: SMesh IP address assignment scheme

default gateway. The default gateway is a virtual IP address; there is no node in SMesh with

that IP address. Instead, SMesh makes the client ”believe” that this address is reachable by

associating this IP address to a mesh node hardware address.This forces the client to route

packet through SMesh.

While each client in SMesh consumes 3 bits from the address space, there are still 21

bits available, which allows us to support over one million client IP addresses.

We will explain in Chapter 3 how the default gateway is mappedto an access point, how

we use the different DHCP timers, and how the additional IP address in the client network

is used for monitoring the client. The handoff algorithms will be explained in Chapters 3

and 4.

2.2.2.2 Packet Proxy

Mesh nodes serve as default gateways for the mobile clients.A Packet Proxy module,

depicted in Figure 2.2, uses an interceptor to grab packets from a client, and a raw socket

interface to forward packets back to the client. The interceptor is explained in detail on

Section 2.2.2.3.

Each mobile client is associated with a unique multicast group to receive data (Client
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Data Group). One or more mesh nodes that are in the vicinity ofa client will join that

client’s Data Group. All the Internet gateway nodes are members of a single anycast group.

If the destination of a packet is a SMesh client, the packet issent to the SMesh nodes

that joined that client’s Data Group. The mesh node sending this packet can be the Internet

Gateway (for packets coming from the Internet) or a sending client access point (for packets

originated by a different SMesh client). Upon receiving a packet for the client, each of the

SMesh nodes that joined that client’s Data Group forwards the packet to the client.

If the destination of a packet is the Internet, then the packet is sent by the originating

client’s access point to the closest Internet gateway by forwarding it to the anycast group.

The Internet Gateway will then forward the original packet to the Internet using Network

Address Translation (NAT) [55]. When a response packet is received from the Internet, a

reverse NAT is performed and the packet is sent to the appropriate Client Data Group.

Spines forwards the packets to the members of the client’s Data Group using a mul-

ticast tree. This way, if the mobile client moved, and a different SMesh node joins the

client’s Data Group, the packets are forwarded to the newly joined SMesh node. The

SMesh node(s) in the Client Data Group use a raw socket to deliver the packet, allowing

the mobile client to receive the packets unmodified as if it had a direct connection to the end

host. If there are multiple nodes in the Client Data Group, the client could receive dupli-

cate IP packets. However, duplicate IP packets are dropped gracefully at the receiver (TCP

duplicates are dropped at the transport level, and applications using UDP are supposed to

handle duplicates).
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2.2.2.3 Transparent Overlay Proxy

Application level overlay networks forward packets through application level routers,

thus requiring packets to traverse user space. RON used thisapproach with a special divert

socket to increase resilience in the Internet.

SMesh intercepts clients packets and sends them through theSpines overlay network to

the access points serving the destination. The overlay may span wireless and wired links,

and routes may take advantage of the wired network to optimize wireless usage. Once the

packets are received by the destination’s access points, SMesh strips the overlay headers

and forwards the original packet to the mobile client using araw socket. Unlike RON,

our interceptor relies only on a packet sniffer socket, which is readily available in most

operating systems, as well as filter and firewall settings, toperform this task.

In our approach, we use the libpcap library [56], a well knownapplication level inter-

face for user-level packet capturing. In addition, to improve performance, we use Berkeley

Packet Filters [57] to ignore unwanted packets in the kernel. The mesh nodes configure

each node as follows:

• Disable packet forwarding so that the overlay is the only oneforwarding packets in

the mesh network

• Drop any packet destined to the Internet IP address of mesh nodes connected to the

Internet.

• Filter out every port used by the overlay network to ensure that these packets are not

captured. Spines uses four different ports to communicate between daemons.

When a mesh node receives a packet destined to an IP address that is not its own (i.e.,

when a mobile client sends a packet destined to the IP addressof Goggle), the kernel
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Figure 2.3: SMesh Transparent Overlay Proxy with a packet flowing from the Internet to a
mesh client

attempts to route the packet, and when unsuccessful it dropsthe packet to the floor. How-

ever, the packet sniffer socket gets a copy of the packet, which SMesh then send through

the Spines overlay network to its appropriate destination.As previously explained, when a

packet reaches the SMesh Internet Gateway, a Network Address Translation is performed.

Every packet coming back from the Internet will have the Internet gateway as the desti-

nation IP address. To ensure that this mesh node does not act on these packets (e.g., by

reseting a TCP connection that it did not start), a firewall needs to be enabled to drop any

packet destined to this address. At each end point of the overlay network, a raw socket al-

lows us to send the exact packet to its destination, effectively creating a transparent tunnel
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through our overlay in the wireless mesh network.

Figure 2.3 shows the different components that allow us to intercept packets, and how

a packet flows from the Internet to a mesh client. In this case,the mesh Internet gateway

is handling the client, so it forwards the packet directly tothe Client. It also forwards the

packet to Spines, who will forward the packet to any other Spines daemon in the Overlay

Network who has a member in the Data Group for that client. If there is no other member,

Spines will simply drop the packet. As we will see in the next chapter, it is possible for

more than one access point to be a member of the client Data Group.
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Chapter 3

Achieving Fast Intra-domain Handoff

Real-time applications such as VoIP require that packets arrive on a steady stream.

Any burst of loss where consecutive packets are lost resultsin degradation of quality. In

addition, packets should arrive within100ms to prevent a noticeable delay that impairs

interactivity, and delay variability should stay below20ms to ensure the highest quality of

service. Therefore, a handoff protocol should be fast enough to avoid any packet loss, and

should ensure that packets are delivered to their destination in a timely manner.

In this chapter we present our fast intra-domain handoff protocol for wireless mesh

networks. We first describe the problem that current 802.11 networks face when a handoff

is required between access points. We then describe how we monitor the client, and how

we asses the quality of the link to the client from that a mesh node. Then, we present our

approach to fast intra-domain handoff, and finalize by demonstrating the performance of

our fast handoff protocols in a testbed consisting of 15 meshnodes.
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3.1 Motivation

When 802.11 devices are configured ininfrastructure mode(BSS), they inherently per-

form their own scanning for a better access point. A layer 2 handoff takes place through

a re-association request/response process which can last as long as several seconds [58].

In addition, this handoff is both hard and forward; hard because the client can only speak

with one access point at a time, and forward because the client can not communicate with

it’s old access point during the handoff process. A typical handoff will last about five-

hundred milliseconds, which translates to dozens of lost packets during handoff for VoIP

applications.

In order to avoid this behavior and control the handoff solely from the access points, we

configure both the access points and the mobile clients inad-hoc mode(IBSS). This setting

is part of the normal setup of any 802.11 device.

One way to perform the handoff in ad-hoc mode is by relying on the DHCP protocol.

Given that a DHCP request is broadcasted by the client afterT2 seconds (Rebind timer) a

different access point is allowed to respond and become the default gateway for the client.

Even if T1 (Renew) andT2 timers are set to very small values (e.g., 2 seconds), handoff

can still take seconds. Moreover, because the first DHCP response is considered, the client

may connect through an access point that has a weak connection, while better nodes may

be available. A handoff of a few seconds may seriously affectsome applications such as

VoIP, which require packets to arrive within a limited time,as low as 100 ms, before being

considered lost.

Instead of letting the client “decide” when the handoff should take place by relying on

the DHCP protocol, we make the SMesh nodes track their connectivity to the client and

force the client to change its access point when better connectivity is available (avoiding
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oscillations is described below). To achieve this without modifying anything on the client

side, we provide the illusion of a single IP that never changes as the default gateway of the

client and use gratuitous ARP messages to force roaming to the SMesh node with the best

client connectivity.

The details of our handoff protocol are described below. These include the link quality

metric used by SMesh to determine the best access point for each client, the use of overlay

multicast groups for managing the clients, and the actual handoff process.

3.2 Mobile Client Monitoring

3.2.1 Seamless Heartbeat with DHCP and ARP

SMesh provides the illusion of a single distributed access point to mobile clients. This is

achieved by providing connectivity information to clientsthrough DHCP, by always giving

the same information (IP address, Netmask, and Default Gateway) to the mobile client, and

by routing packets through the wireless mesh network.

In order to provide continued connectivity and availability to the mobile client, we need

to continuously monitor the client. To achieve seamless monitoring without any involve-

ment from the client, we developed two strategies.

1. DHCP (Dynamic Host Configuration Protocol)

According to the DHCP standard [54], theT1 (Renew) andT2 (Rebind) timers

specify when to start unicasting and broadcasting, respectively, DHCP requests

(DHCPREQUEST), and theLeasetimer specifies when the client must release the

IP address. After theLeasetimer expires, all the connections at the client are ter-
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minated. If the access point responds to a DHCP request before the client’s Lease

time expires, it is able to keep all connections open. When using the SMesh DHCP

monitor, our DHCP server instructs the clients to renew their IP address every 2 sec-

onds, thus serving as a heartbit to keep track of the client. In addition, the timers

may be set so that the client unicast or broadcast their request every 2 seconds. On

the down side, it employs a non-negligible overhead as aDHCPREQUEST packet is

at least 300 bytes long, and aDHCPACK is about 548 bytes. This is the approach we

took in [35].

2. ARP (Address Resolution Protocol)

ARP [59] protocol is used to map an IP address to a hardware address (MAC), when

a host (or router) wants to communicate with another host inside the same network.

However, even if the hardware address is known, we can still use this protocol to

probe the client’s link and estimate its loss rate. By using regular ARP requests, we

can make the client either unicast or broadcast ARP responses. We instruct the client

to respond to the IP address available in it’s own network, and the MAC address of

the SMesh node that sent the ARP request. This is necessary asthe real IP addresses

of the SMesh nodes is outside the client network. Also, to limit the number of access

points probing the client, only the one in the clientData Groupperiodically sends

a request, and all nodes in the vicinity use the reply to compute the metric. If a

node stops hearing the replies, it attempts to probe the client at least once. The

advantage of using this approach is that, unlike DHCP, ARP packets are very small,

only 28 bytes. In SMesh, we request an ARP reply from the client every one or two

seconds. This is the approach that we take in our updated version of SMesh and for

the experiments presented in this thesis.
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It is also possible to use regular packets sent by the client to monitor its connectivity,

which happens when the client is sending or receiving1 packets. However, when a client is

idle, and traffic needs to be sent to it’s current location, weeither need to know the routes

immediately by one of the methods described, or a paging mechanism [60] is necessary to

allows us to find the client within some reasonable time. We proactively monitor the client

to ensure that routes are immediately available, which allows us to support applications like

Push-To-Talk [22] that may require data to be sent to a mobileclient that is not sending or

receiving data at that specific point in time.

3.2.2 Quality Metric

We use the monitoring schemes described above to keep track of the quality of the links

to mobile clients. Both schemes allow us to receive either unicast or broadcast replies from

the client. Using broadcast instead of unicast eliminates the MAC level retransmissions of

requests, which allows us to estimate more accurate the lossrate.

Each SMesh node computes a client link quality metric based on the observed loss of

a client’s DHCP requests or ARP responses, using the following weighted average decay

function:

Mnew = Mold ∗ Df + Current ∗ (1 − Df) , 0 < Df < 1

whereM is the link quality measure andDf is the decay factor.Current is a constant

value which is set to 0 if the access point did not receive any DHCP or ARP probe packets

responses in the expected time, or is set to a maximum value ifa probe packet is received.

The access point calculates this function every second for each client in its vicinity. SMesh

1When a client is receiving data, it needs to send an acknowledgement at the 802.11 level for every packet
it receives, which can also be used to monitor connectivity.
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uses a decay factor of 0.8 to make the protocol resilient to occasional wireless losses of

the probe packets, while maintaining its adaptability to network condition changes. SMesh

uses aCurrent value of 50 to allow integer calculations with discrete mapping. The tie

breaker between two access points having the same integer metric (in the range of 0 to 50)

is according to the lowest IP of the access point.

Many wireless devices allow applications to capture packets through a monitoring in-

terface. When the mesh node is also equipped with such an interface (as in the case of

our Linksys routers), specific radio measurements from the received packet, as well as the

complete 802.11 frame, is available to SMesh, as follows:

1. RSSI (Received Signal Strength Indicator) RSSI is a measurement of the radio signal

strength. If the wireless interface is configured in monitormode, an additional header

is added by the wireless driver, which contains the RSSI information. One thing we

must be aware of is that the RSSI value must be in the same rangeof values for all

mesh nodes. If different card manufacturers are used, a conversion might need to be

performed (e.g., Cisco Systems cards report a maximum RSSI value of 100, while

Atheros cards report a maximum of 60).

2. 802.11 Retransmission Flag Every unicast packet transmitted in 802.11 needs to be

acknowledge by the recipient. If the packet or the acknowledgement is lost, the

sender retransmits the packet, and sets a retransmit flag in the 802.11 header. The

maximum number of retransmissions is usually four. In our case, instead of having

to make the client broadcast to know when packets are lost on the first transmission,

we look at this flag to determine if the packet was lost on the first attempt.

The main advantage of using RSSI versus a loss-rate only measurement is that we can

start the handoff process to a better access point before there is any loss in the medium.
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The initial loss in the medium is usually masked by the 802.11retransmissions, so the

client sees this loss as an increase in latency for these packets. However, RSSI alone is not

a good indication of the loss rate of a link, so we use it in conjunction with the loss rate,

adjusted with the decay function described above, for measuring the quality of the link.

3.3 Intra-domain Handoff Management

3.3.1 Mobile Client Data Group

A mesh node joins the client Data Group so that it can receive and forward data packets

for that client, if it believes it has the best connectivity to the client based on link quality

metrics it receives from other nodes in the client’s ControlGroup.

Nodes in a Client Data Group receive data packets that need tobe forwarded to the

group’s corresponding mobile client. If more than one node is a member of a client’s Data

Group, duplicate packets will be sent to that client by each member of that client’s Data

Group.

Our protocol must guarantee that, at all times, there is at least one member in the Data

Group of each client, such that the client will be served by atleast one mesh node. On the

other hand, it would be wasteful to allow more than one node inthe vicinity of a client (and

therefore in the Control Group) to also be in the Data Group most of the time as this creates

duplicate packets. Our protocol balances between these twoconflicting goals (availability

and efficiency).
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3.3.2 Mobile Client Control Group

In addition to the previously described Client Data Group, used for forwarding data

packets in SMesh towards access points serving the client, the access points in the vicinity

of a client join a different multicast group specific to that client, called Client Control

Group. The Client Control Group is used to coordinate with other mesh nodes in the

client’s vicinity regarding link quality metrics and regarding which access point will be the

best to serve that client. A mesh node joins a client’s Control Group when it receives one

of the heartbeats from the client, and leaves the client’s Control Group after not hearing

from the client for some time. For example, for a mobile client with address 10.A.B.C, a

SMesh node will join the client’s Control Group at 224.A.B.Cand, if needed, the client’s

Data Group at 225.A.B.C. This maps every client to a set of twounique multicast groups2.

The link quality metric is shared by the access points periodically by posting it on the

client’s Control Group. Since only the nodes receiving a heartbeat from a client join the

client’s Control Group, the multicast overhead is localized only in the vicinity of that client

and will not propagate beyond that in the network.

3.3.3 Client Handoff

Each mesh node has its own IP address that allows it to communicate with other mesh

nodes. However, in order to provide a completely transparent handoff to clients, mesh

nodes advertise a single virtual gateway IP address to all clients in their DHCP offers and

acknowledgements (DHCPOFFER andDHCPACK). Mobile clients set their default gateway

to this virtual IP address regardless of which access point they are connected to. This way,

mobile clients get the illusion of being connected to a single access point that follows them

2Control Groups and Data Groups are implemented as Spines multicast groups.
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as they move. The IP address of the default gateway only appears in the DHCP offer and in

subsequent ARP requests, as described below. In all other IPcommunication with mobile

clients, the default gateway does not even appear in the IP packets. It can be set any valid IP

address as the communication with the mobile clients is solely based on MAC addresses.

In general, given an IP address for which its corresponding hardware address is not

present in the ARP cache of a client, the ARP module of that client will broadcast an ARP

request packet. In addition to the source and destination IPaddresses, this ARP request

contains the MAC address of the source. The value of the destination MAC is not yet

known. All the hosts on the local network receive the packet and compare the destination

IP with their own IP address. The host for which the IP addressmatches will issue an ARP

reply, filling in the destination MAC field with its own MAC address. This packet is sent

directly via unicast to the requesting client. All other hosts will discard the ARP request.

The SMesh handoff mechanism uses gratuitous ARP messages for instantaneous client

handoff. A gratuitous ARP is an ARP reply that is not sent as a reply to an ARP request,

but rather is sent to the local network voluntarily. Upon receiving such a packet, a hosts

will update its ARP caches with the value it received. Typically, gratuitous ARPs are used

by hosts to advertise their new hardware address when their network card is changed.

When a SMesh node believes it has the best connectivity with the client and decides

to serve that client, it sends a gratuitous ARP as a unicast, directly to the client, thereby

changing the MAC address of its default gateway. Subsequentpackets sent by the client

will be sent to the new access point, following the new hardware address. All operating

systems that we have tested accept gratuitous ARPs and beginusing the new MAC-IP

mapping immediately.

A gratuitous ARP is also sent by an access point when a Leave Request Acknowledge-
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ment is sent to another access point, and periodically (e.g., every minute) by the members

of the Client Data Group to refresh the ARP entry in the client’s ARP table.

In addition to sending a gratuitous ARP to the mobile client,when a node believes it has

the best link quality to a mobile client, it joins itsData Groupso that packets destined to the

client start flowing through this access point. If another node is also a member of the Data

Group, packets destined to this client are forwarded to bothmesh nodes, and each of them

forwards the packets directly to the mobile client. The mobile client may receive dupli-

cate packets at this time. Using multicast helps achieve uninterrupted connectivity during

handoff by: (1) sending packets through multiple access points to the mobile client, to deal

with unexpected client movements while the best access point for the client is chosen, and

(2) avoiding loss while route changes take place in the wireless mesh.

A mesh node that joins the Data Group of a mobile client immediately sends a metric

update on the Control Group to inform any other node of its latest metric, noting that it

is now a member of the client’s Data Group. When a mesh node that is a member of

the Data Group receives a link quality metric update that shows that a different node in

the Data Group is better connected, it issues aLeave Request. Leave Requests, sent on

the Control Group, are piggy-backed on link quality metric updates. A Leave Request

can be acknowledged only by a node in theData Groupthat believes that it has the best

connectivity to the client. A node may leave the Data Group ifand only if its request is

acknowledged by at least one other node.

The state machine for handling mobile clients is depicted inFigure 3.1, and the pseu-

docode depicting our algorithm is shown in Figure 3.2. Note that a node checks periodically

(line A4) if it should service the client, instead of checking immediately after receiving a

metric update, to be less aggressive in taking a decision. However, nodes that are already
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Handle_Client:  My_Metric > Highest_Metric(Data Group) * Threshold  AND  
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Handle_Client2:  My_Rank(Nodes in HandlingClient or RequestingToLeave state) == 1 
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Metric_Update AND 
Handle_Client2 

Figure 3.1: State Machine for handling mobile clients

servicing the client check their state immediately after receiving an updated metric (line

F2) to service the handoff as fast as possible. During disagreements, more than one node

may be a member of the Data Group for some time, until the disagreement is resolved.

When a node issues aLeave Request, it includes a unique id that increases each time

the mesh node enters the RequestingToLeave state (line B11). A node can acknowledge

a Leave Requestonly if it is currently the one handling the client (line D2).Note that a

node cannot leave unless it receives an acknowledgment withthe ID used in the lastLeave

Request(line E2).
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// Abbreviations: DG = data group, CG = control group, LR = leave request

States = {Idle, MonitoringClient, HandlingClient, RequestingToLeave}
LR ID = 0

A1. New Client Detected(client i):
A2. Join(CGi)
A3. statei = MonitoringClient
A4. Periodically(Evaluate Local State(i))
A5. Periodically(Monitor Client(i))
A6. Periodically(Send Metric Update(CGi))

B1. Evaluate Local State(client i):
B2. if (state == MonitoringClient)
B3. My Rank = Compute My Rank(CGi Members in state == MonitoringClient)
B4. if (My Metrici > (Highest Metric(DGi Members) * Threshold) and My Rank <= 2)
B5. Join(DGi)
B6. Send Gratuitous ARP(i)
B7. statei = HandlingClient
B8. else if (state == HandlingClient)
B9. My Rank = Compute My Rank(DGi Members)
B10. if (My Rank != 1)
B11. LR IDi = LR ID++
B12. Send(LRLR IDi

)
B13. statei = RequestingToLeave
B14. else if (state == RequestingToLeave)
B15. My Rank = Compute My Rank(DGi Members)
B16. if (My Rank == 1)
B17. statei = HandlingClient
B18. if (current statei != previous statei)
B19. Send Metric Update(CGi)

C1. Compute My Rank(list):
C2. sorted list = new list sorted in decreasing order of metric value,

using node id to break ties
C3. return the rank/index where local node is located in sorted list

D1. Receive LR(client i):
D2. if (statei == HandlingClient)
D3. Send ACK(LRi, ID(LR))
D4. Send Gratuitous ARP(i)

E1. Receive LR ACK(client i):
E2. if (statei == RequestingToLeave and ID(LR ACK) == LR IDi)
E3. Leave(DGi)
E4. statei = MonitoringClient

F1. Metric Update(client i):
F2. if (state == HandlingClient or state == RequestingToLeave)
F3. Evaluate Local State(i)

G1. Client out of reach timeout(client i):
G2. if (I am member(DGi))
G3. Leave(DGi)
G4. Leave(CGi)
G5. statei = Idle

Figure 3.2: Pseudocode for deciding when to join and leave the Control and Data Groups.

To understand how our algorithm works, let us consider Figure 3.3, where a Client is

within the vicinity of 5 mesh nodes. In this example, a handoff is taking from mesh node

4 to mesh node 5. All of the mesh nodes in the vicinity of the client are members of the

Control Group for that client, and two of them are also members of the Data Group for that
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Figure 3.3: Local view of client during handoff based on a distributed monitoring approach

client.

When a node re-evaluates its position about whether to join or leave the data group, it

creates two temporary lists, each containing the members ofthe data or the control group

to compute its rank (pseudocode line: C1). A node that is a member of the Data Group is

placed only in the Data Group list; other nodes that are members of only the Control Group

are placed on the Control Group list. The lists are sorted in decreasing order of metric

values, using the last metric received from each of the othernodes. The IP address of a
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node is used as a tie breaker. Therefore, the node with the highest metric will be placed

at the leftmost position of its list. The local view of a node and the temporary lists that

it creates are depicted in Figure 3.3. Each node, after computing its temporary lists, will

make a decision as follows:

Node 1:This node is a member of the Control Group only, and should consider joining

the Data Group if its metric is bigger (above some threshold)than the metric of the node in

the first position in the Data Group list.

Node 2: This node is a member of the Control Group only, and should also consider

joining the Data Group. The reason is that this node is not aware of the local view of Node

1 (i.e., Node 1 may think that Node 2 is in the first position). Anode in this position will

join the data group if its metric is bigger (above some threshold) than the metric of the

member in the first position of the Data Group.

Node 3: This node is a member of the Control Group only, and should notconsider

joining the data group. The reason is that we want to contain the number of nodes that can

suddenly join the data group for a node to limit the overhead associated with membership

changes and maintain some stability during handoff. No action is taken.

Node 4:This node is a member of the Data Group, and from its point of view, it is not

the number best node in his group. This node will send a Leave Request and continue to

service the client until it receives an acknowledgment to leave or it decides that it is the

best to handle the client.

Node 5:This node is a member of the Data Group, and from its point of view, it is not

the best node in the group. This node will send a Leave Requestand continue to service the

client until it receives an acknowledgment to leave or it decides that it is the best to handle

the client.
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Since nodes 4 and 5 are in disagreement from their own perspective, they will both

service the client until one of them is able to take responsibility for handling the client.

That is, none of these nodes can send acknowledgments to a Leave Request.

This mechanism guarantees that at least one node is a member of the Data Group, unless

this node crashes. During disagreements, more than one nodemay be a member of the Data

Group for some time, until the disagreement is resolved. Ourexperiments show that this

usually lasts less than a quarter of a second during handoffs.

3.4 Experimental Results

3.4.1 Setup

We deployed SMesh on 15 Linksys WRT54G wireless access points across several

floors in three buildings at The Johns Hopkins University. Only one of the routers was

connected to the Internet. Each of the mesh nodes is equippedwith one radio configured in

ad-hoc mode. The data rate on the mesh nodes was set to legacy 11 Mbps 802.11b unless

otherwise noted. The transmission power of the mesh nodes was set to 50 mW, and the

802.11 link-layer retransmission limit to 4. Unless specified, the topology of the mesh,

depicted in Figure 3.4, was stable.

We used two laptop computers, each with a Broadcom 802.11g Mini-PCI card in ad-

hoc mode as mobile clients. We used Linux for all experimentsthat required precise timing

measurements. Windows XP was used for a TCP throughput experiment, also showing

how SMesh operates across different platforms. No softwareother than the benchmarking

programs was installed on the laptop computers.

The Linksys routers were modified with the available custom openwrt firmware [61]
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Figure 3.4: The SMesh Testbed.

that provided us with a Linux environment suitable for running the SMesh software. Other

than adding SMesh, no other changes were made to the openwrt firmware.

The DHCP Server was set to issue lease times to clients for 90 seconds. The SMesh

monitor was set to unicast ARP requests to the client and to use loss rate and RSSI in the

client metric. For the link quality measure we used aCurrent value of50, and we set the

decaying factor,Df , to 0.80. The Threshold for joining the Client Data Group was set to

12%. In our experiments these numbers provided the best trade-off between the granularity

of the metric and handoff responsiveness.

Our experiments were performed with one mobile client inside SMesh communicating
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with a Linux machine that resided in the wired network (Internet), one wired hop away

from the mesh Internet gateway. The SMesh client will be referred to asClient and the

Linux box from the Internet asSky. In the experiments we sent full-duplex VoIP traffic,

one stream from Client to Sky and another from Sky to Client. The VoIP traffic consisted

of 160 byte UDP packets sent every20ms at a rate of64Kbps. This traffic is equivalent to

that of G.711, the standard encoder used for VoIP communication.

We first performed a stationary test to set the baseline of ourmoving experiments. We

then proceeded to move across two buildings starting and ending at the same location as

the stationary experiment. We then show how TCP behaves as wemove across the mesh.

We tested the fail-over performance of our protocol when theaccess point of theClient

suddenly crashes (we disconnected the power of the Linksys router). Finally, we added

more mobile clients into the system, and determined how the management overhead of the

mesh network increases as the system needs to handle more clients.

For each test we monitored the one-way latency of each packet, the number of lost

packets, and the number of duplicate packets. The one-way latency was adjusted taking

into account the difference between the clocks at theClient andSkymachines. For VoIP

communication it was also important to track the delay jitter as well as how many packets

arrived within100ms, the rest being considered lost by the audio codec. Based on tcpdump

logs we reconstructed the handoff decisions and computed the communication overhead.

We show the handoff information in the graphs, noting also the number of wireless hops

from each mesh node to the Internet gateway. Note that the Client is connected to the access

point through a wireless link, and therefore its latency is influenced by this additional link.

When we state the number of hops of an access point we do not count the wireless hop

from the client to its current access point.
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Figure 3.5: Stationary client. Mobile Client
is the receiver.
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Figure 3.6: Stationary client. Sky is the
receiver.
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3.4.2 Measurements

Stationary client: This test was performed with the mobile client being stationary, in

a fixed position for the duration of the entire test. UDP traffic consisting of 15,000 packets

was sent simultaneously in each direction: from the Internet box (Sky) to theClient, and

from theClient towardsSky. The packet latencies are shown in Figure 3.5 and Figure 3.6.

The dotted line tracks which mesh node is the current access point of theClient. Vertical

lines represent the moments when a gratuitous ARP that caused a handoff was sent. For

example121 on the right side of the graph refers to node12 in our topology, which is1

hop away from the Internet gateway. We notice that even though the client was stationary,

its access point changed between two nodes in its vicinity: box 121, and then131. This

happens because the wireless connectivity varies, and overtime, different access points

have a better connection to theClient.

For the first stream (Client is the receiver, Figure 3.5), the number of lost packets was1,

and the number of duplicate packets was3. This amounts to an overhead due to duplicates

during handoffs of.01%. During this experiment,4 packets (0.02% of the total traffic) were

delayed by more than100ms, and all packets arrived in less than200ms. As expected, the

duplicate traffic occurred only during the handoffs3.

The reverse stream (Sky is the receiver, Figure 3.6) had also1 loss, but no duplicate

packets. Only1 packet arrived later than100ms, but before200ms. In all the tests when

the Internet box (Sky) is the receiver, the number of duplicate packets must be zero: the

packets are sent only once by the client (only to its current access point), in contrast to the

other direction (from Sky to the Client) .

3We refer as “handoff” to the entire interval when duplicate packets are received; the time it takes the
client to switch from one access point to another is as low as the time it takes for a gratuitous ARP to arrive
from the access point to the client.
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Figure 3.7 shows the overhead of our system in comparison with the data traffic. The

data traffic represents the data traffic sent and received by the client during the experiment.

The overhead traffic represents the data traffic sent, received, and forwarded by one of the

mesh nodes in the client vicinity (mesh node 13). The bandwidth measured is higher than

the full duplex 64Kbps UDP stream we sent, due to the IP and UDPheaders that accumulate

on the relatively small (160 byte) packets. (160 bytes per packet plus 8 bytes for the UDP

header plus 20 bytes for the IP header gives us 188 bytes -1504bits- per packet. With 50

packets per second each way, there are 9400 bytes -75200 bits- per second in each direction,

or 18800 bytes -150400 bits- per second total).

Control traffic from our system is represented as the bottom traffic line. It combines

the traffic from Spines (joins and leaves from multicast groups, hello keep-alive messages,

link state updates) and the traffic from client’s Control Group (link quality updates). Spines

sends keep-alive messages of 40 bytes every 4 seconds. Link state updates are sent only

when the mesh topology (formed by access points) changes. Join and leave messages

are sent only when a SMesh node (access point) joins or leavesa group. These types of

messages are aggregated such that a single Ethernet packet can contain up to 90 updates.

In order to keep track of the clients (posting link quality measures, sending ARP packets),

a SMesh node sends about 30 bytes per second (116 bytes in eachupdate, sent every few

seconds) for each client in its vicinity.

As we can see in Figure 3.7, a handoff takes place around second 140. The overhead

during handoff is shown in detail in the zoomed graph on the left of the figure. The increase

in control traffic show the moment when node 12 decided to jointhe Data Group, and sent

a join message to Spines (join and leave operations will generate a state update in the

Spines overlay network). As a consequence, there is a small spike in the data traffic since
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data packets are duplicated. Right after, the old access point decided to leave the client

Data Group (it sends a Leave Request and it immediately receives the acknowledgment).

All of this happens in less than a second, so all of the overhead related to the handoff is

represented by the spike in the control traffic during handoff.

We use the above stationary client results as a baseline for the following tests, to provide

an idea of our wireless environment, and to overview the handoff process before a more

elaborate scenario.

Moving client: In this test we move the client from the stationary position of the pre-

vious experiment, taking it on a5 minutes trip across two floors and ending in the original

position. We used the stairs to move between the floors. During the test, the client changed

its access point10 times, spanning from zero-hops away (110) to four-hops away (264).

Note that the wireless hop between the client and its currentaccess point is not counted in

the number of hops in the network (so there is effectively onemore wireless hop end-to-

end).

The latency graphs for each of the two VoIP streams are shown in Figures 3.8 and

3.9 respectively. Each additional hop on the path from the Client to the Internet gateway

resulted in an increase in packet latency: between sequencenumbers 0 and 1315 we were

zero hops away, between 1315 and 4298 one hop away, and between 4292 and 5794 two

hops away. The number of packets that did not arrive within100ms on the Client and Sky

was25 and13, respectively. All packets arrived within200ms.

The data stream towards theClient had3 packets lost, and23 duplicate packets. Figure

3.10 presents the cumulative number of lost packets in a window of last 20 packets. The

first loss occurred at packet 1419, about 100 packets after the handoff; this loss happened

due due to loss in the medium. The second loss is far from any handoff, and happened due
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Figure 3.8: Latency. Moving client. Mobile
Client is the receiver.
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Figure 3.9: Latency. Moving client. Sky is
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Figure 3.10: Lost packets. Moving client.
Client is the receiver.
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Figure 3.11: Duplicate packets. Moving
client. Mobile Client is the receiver.

to loss in the medium as well. The third loss, however, happened at packet 10952, and the

handoff started at packet 11094, or about 2.8 seconds after the loss. This loss contributed

to lowering the metric, and to triggering the handoff. Thereis a possibility that the loss

could have been prevented if the handoff would have happenedearlier. While possible,

our threshold (set at 12%) attempts to balance stability with handoff performance, and new

information about a sudden drop in signal quality from a nodetakes time to propagate to

other nodes. However, most of the handoffs were performed ina timely fashion without

any loss before, during, or after the handoff. None of the losses in the experiment happened
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during handoff itself.

Figure 3.11 shows the cumulative number of duplicate packets received in a window

of last 20 packets. Note that duplicate packets happen only during handoffs. We can see

that there is a correlation between the distance between themesh nodes involved in the

handoff and the number of duplicate packets. For example, nodes15 and16 are direct

neighbors, and one to two duplicates were seen during a handoff between these nodes. In

contrast, nodes16 and26 are further from each other,6 wireless hops total, and three to

four duplicates were recorded. In our approach, a node needsto learn about someone taking

over the connection, request to leave, and receive an acknowledgement, before it can leave

the data group associated with the Client. In addition, the multicast leave operation needs

to propagate through the network.

The number of duplicates in our experiments show a lowerbound for our network; one

can allow for more time to elapse before acknowledging a leave request to ensure that the

state is fully propagated through the network before a multicast leave operation is issued.

This will usually be a function of the diameter of the networkand the timeouts for prop-

agating state updates in each hop. While we did not experience any loss during handoff,

allowing for longer period of time may be useful in other deployments.

The stream towardsSky, depicted in Figure 3.9, had2 lost packets and0 duplicates.

Figure 3.12 represents a zoomed view of the handoff happening at sequence 8526, for

the same experiment. The dots represent the packets forwarded by the previous access

point (node 26), and the crosses represent the packets forwarded by the new access point

(node 16). The vertical line shows when the client received agratuitous ARP from the new

access point (node 16). This is the handoff that experiencedthe most number of duplicates,

and between the nodes that are the most number of hops away from the Internet gateway
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Figure 3.12: Zoom during handoff. Moving client. Mobile Client is the receiver.

and from each other.

The gratuitous ARP from node 16 was received just before packet 8526. However, there

are no duplicates until packet 8528. When a node makes a localdecision to start handling

the client, it issues a gratuitous ARP in addition to a multicast join for the data group for the

client. However, this multicast join needs to propagate androutes need to be established

before packets start flowing towards the new access point. Ittook between 20ms and 40ms

for this to happen, which is consistent with the number of hops between the nodes and our

choice of timers4 in the system. When communicating with a node in the Internet, this

delay depends on the number of hops from the node joining the Client data group and the

Internet gateway. Starting at packet 8528, there are four duplicate packets received by the

Client. As previously explained, the number of duplicate packets depend on the number of

hops between the nodes involved in the handoff. We can see a slight increase in latency

4In Spines, each overlay node waits 5ms before forwarding theupdate to it’s neighbors. This allows the
overlay to aggregate updates and scale.
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Figure 3.14: Delay Jitter. Moving client.
Mobile Client is the receiver.

during handoff, which is caused by the increase in congestion in the wireless network. The

latency drops slightly afterwards as the new access point isone hop closer to the Internet

gateway.

Figure 3.13 and 3.14 show the delay jitter, or Inter Packet Delay Variation [62], of the

VoIP stream towards theclient and towardssky, respectively. A big variation can have

a negative effect on the playout buffer at the end-points of the VoIP stream. In our test,

the Inter Quartile Range (IQR), which represents the difference between the 25 and the 75

percentile, was just 2.6ms. One can also see in Figure 3.12 that there is a light increase in

jitter during handoff. Considering that a jitter of less than 20ms is considered excellent by

VoIP applications, the quality of the voice is not impacted by the jitter experienced in the

mesh network.

TCP handoff: In the next experiment, we used an 802.11g wireless card in the mobile

client, and configured the mesh to 802.11g with a fixed rate of 36Mbps. We moved the

Client throughout two floors, but this time going down and then up through different stairs

in opposite sides of the building.

Figure 3.15 shows the TCP download throughput experienced by the mobile client.
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Figure 3.15: TCP throughput. Moving
client. Mobile Client is the receiver.
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Note that we move through the vicinity of a different set of nodes in this experiment. There

were also 10 handoffs during this experiment. The throughput is just3Mpbs when the client

is connected directly to the Internet gateway, which is lower than expected. This bandwidth

is a CPU limited amount; the CPU is 100% utilized at this point. As the number of hops

increases, the throughput goes down to about1Mbps. The throughput returned back to

the original amount when we reached the original location where we started the test. TCP

connection remained open at all times, and packets kept flowing regularly.

Fail-over: In this experiment we evaluated the fail-over performance of our system

when the access point currently serving the client suddenlycrashes. We used a stationary

client connected to access point13, sending a VoIP stream to theSkybox. As theClientwas

sending packets, we suddenly disconnected the power at node13. Figure 3.16 shows the

packets lost atSkyfrom theClient when node13 fails. We can see that there are 5 intervals

of loss close to each other. The first loss interval occurs as theClientkeeps sending packets

to node13 after it fails. Shortly thereafter, node12 notices it does not receive link quality

measures from node13, and sends a gratuitous ARP to the client, forcing its handoff. In

our topology, the minimum hop distance routing selects the route between nodes12 and15
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to go through nodes13. After node13 crashed, node12 and node15 do not receive link

quality updates from each other, until routing in Spines is repaired. Therefore, both nodes

12 and15 believe they have the best link quality to the client. They both insist on taking

over the connection from the client, sending ARP messages toit. We can see this behavior

in the six handoff oscillations depicted in Figure 3.16. Since node15 does not have a route

to the Internet gateway until the routing protocol in Spinesdetects the failure (its original

route went through node13), whenever it takes over theClient, the data packets are lost.

This explains the following intervals of loss after the initial handoff. After Spines detects

the failure and the network routes are fixed, packets from theClientare no longer lost (both

nodes12 and15 can reach the Internet gateway). However, it takes a few moreseconds

for nodes12 and15 to send their link quality measures to each other and decide which one

should serve theClient. Indeed, Figure 3.16 shows three more handoffs between nodes12

and15 until 12 is selected to serve the client.

Overhead: In this experiment we measured the management overhead of the system as

additional mobile clients are introduced into the network.We evaluated the control traffic

required to propagate routing and group membership information, to handle client mobility,

and to maintain network’s topology. We focus on the overheadof thecontrol traffic, as the

overhead caused by duplication of data packets was discussed in the previous experiments.

There are five main components of the control traffic:

• Hello messages: The mesh nodes send beacon messages of40 bytes every5 seconds

in order to discover changes in the topology (node crashes oradditional nodes in the

system). This traffic does not depend on the number of mobile clients in the system,

nor on their mobility.

• Link state updates: These messages propagate information about topology changes.
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The state update messages are small (under 36 bytes), and multiple states are aggre-

gated in a single packet whenever possible. Since the mesh nodes are stationary and

the topology is relatively stable, and because we use reliable state updates, this over-

head is negligible (basically 0 in our experiments). Therefore, we do not consider it

in our analysis.

• Group state updates: These are the messages used to exchangegroup membership

information between the nodes. The state update messages are also small (under

36 bytes), and multiple states are aggregated in a single packet whenever possible.

The number of group state updates is highly related to the mobility and the number

of clients. As a client moves, some mesh nodes will join itsControl GroupandData

Group, while others will leave.

• Gratuitous ARP messages: Gratuitous ARP messages are sent by the members of

Data Groupsas described in Section 3.3.3. The size of an ARP packet is28 bytes.

As mobile clients change their access points as they move, the ARP traffic depends

mostly on the number of the clients and their mobility.

• Monitoring messages: These are ARP heartbeat packets that are sent (and received)

by the access points to assess the quality of the link with a client. In our experiments

an access point probes a client every second. This componentof the control traffic

increases linearly with the number of clients.

• Link Quality updates: Nodes in the vicinity of a mobile client send68 byte messages

periodically, to share information about the link quality between the members of the

Control Group, and during handoff. The Link Quality traffic depends on the number

of clients and their mobility.
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Figure 3.17: Overhead traffic.

We first measured the overhead traffic in tests with differentnumbers of stationary

clients: 18, 36, 54 and 72. The clients were evenly spread in the mesh network, which

corresponds to 1, 2, 3 and 4 clients, respectively, connected to 18 access point in our testbed.

To support such experiments, which require a large number ofsimultaneous users, we

implemented a client emulator that generates the appropriate control traffic associated with

a regular client. From the 802.11 network and from the system’s perspective, there was no

difference between an emulated client and a real client in terms of control traffic. In the

second test we evaluated the system while the clients were moving through the coverage

area, each one randomly switching its access point about every minute.

Our measurement reflect the traffic seen by a single mesh node,node 11. For each type

of traffic, we measured the overhead traffic considering the full size of the packets including

the IP and UDP headers. Figure 3.17 illustrates the overheadtraffic as the number of clients

increases for static and moving clients. Table 3.1 shows theaverage number of packets per

second sent and received for each type of overhead traffic, and the corresponding average

throughput rates are shown in Table 3.2.

In the stationary tests, the highest bandwidth consumer wasthe link quality update

traffic. The average throughput of Link Quality messages persecond increased from
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Hello Joins/ Gratuitous Link Link Overall

Leaves ARP monitoring Quality

18 clients, stationary 1.16 0.36 0.15 4.93 25.11 31.72

36 clients, stationary 1.16 1.34 0.29 9.26 60.97 73.02

54 clients, stationary 1.16 1.23 0.41 13.85 96.65 113.30

72 clients, stationary 1.17 1.06 0.52 24.84 102.18 129.77

18 clients, moving 1.16 5.72 0.11 5.26 23.65 35.90

36 clients, moving 1.15 11.71 0.39 14.29 70.32 97.86

54 clients, moving 1.06 17.09 0.24 19.11 15.25 152.74

72 clients, moving 1.14 29.52 0.75 29.12 153.15 213.68

Table 3.1: Average number of packets sent and received per second for each type of over-
head traffic.

19,258 bps to 78,362 bps. The second worst consumer (although five times less) was the

link monitoring traffic, which linearly increased from 1,106 bps to 5,564 bps. The rest of

the traffic is low: as expected, thehello protocol has a constant overhead, which amounted

to approximative 633 bps (1.16 average messages per second)while the traffic generated

by joins/leaves stayed below 700 bps. The gratuitous ARP traffic was almost zero as the

clients were stationary. Overall, the average overhead increased linearly with the number

of clients, from 20.7 kbps for 18 clients to 82.2 kbps for 72 clients.

In the tests with moving clients, the highest bandwidth consumer continues to be link

quality traffic – with a maximum of 117,436 bps for 72 clients.However the second is now

the group membership traffic, which grows from 2,962 bps for 18 clients to 15,627 bps for

72 clients. This is because the movement of the clients resulted in increased activity on their

Client andData Groups. Since the clients moved randomly in the network, the density per

node stays about the same throughout the experiments, therefore the link quality monitoring
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Hello Joins/ Gratuitous Link Link Overall

Leaves ARP monitoring Quality

18 clients, stationary 629.74 183.65 34.09 1,105.39 19,257.2221,210.09

36 clients, stationary 633.42 690.70 64.44 2,074.30 46,818.4850,281.35

54 clients, stationary 632.56 634.23 91.16 3,102.14 74,124.8478,584.93

72 clients, stationary 635.08 551.53 117.57 5,563.51 78,361.4885,229.18

18 clients, moving 632.50 2,961.15 23.58 1,177.88 18,264.8023,059.90

36 clients, moving 625.60 6,098.08 86.24 3,202.08 54,061.4464,073.44

54 clients, moving 578.97 8,912.00 52.80 4,280.00 88,414.86102,238.63

72 clients, moving 617.70 15,626.32 169.08 6,523.46 117,436.49140,373.06

Table 3.2: Average throughput rates for each type of overhead traffic. Results are in bps.

traffic is about the same as in the stationary test. The gratuitous ARP traffic is higher than

before (each client experienced a handoff approximately every minute, which corresponds

to more than one handoff per second in the entire network) butoverall is extremely low. The

network topology remained unchanged causing the same amount of hello traffic. Overall,

the average overhead increased linearly with the number of clients, from 22.5 kbps for 18

clients to 127.1 kbps for 72 clients.

The aggregate management overhead increases linearly withthe addition of clients,

from 1.4 kbps per client for stationary clients, to 1.9 kbps per client for moving clients.

Finally, we demonstrate the operation of the system in a morediverse scenario, and

show the overhead traffic sent and received by node 11 during the experiment (Figure 3.18).

We started with no clients in the system (section A), and thengradually added 72 stationary

clients evenly spread in the mesh network (section B). All the clients are stationary for some

time (section C), after which half of them started to move (section D).
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Throughout the experiment, the hello and gratuitous ARP traffic stays very low, com-

pared to other components. As clients join the network, we see a small increase in the client

monitoring traffic, which remains stable after all the clients are connected. In contrast, as

clients join the network, we see a significant increase in group state update traffic due to

mesh nodes joining theControl andData groups for the clients in their vicinity. Because

the clients are stationary, this traffic goes back to zero after the updates are propagated in

the network (section C). However, when some of the clients start to move (section D), the

group state overhead traffic increases again as an effect of membership changes in theCon-

trol group (due to new clients coming within the vicinity of mesh node 11) and theData

group (due to handoffs). In the same way, link quality trafficincreases while the clients

join the network, but afterwards remains high since mesh nodes periodically share link

quality information. We notice a small increase in this traffic when clients start to move

(section D), mainly due to more clients coming within the vicinity of node 11.

Experiments summary: The experiments show that the SMesh protocols provide in-

stantaneous handoff, with a low overhead caused by duplicates during periods of instability

caused by handoffs. When sending and receiving both UDP and TCP traffic, the connec-

tions were not interrupted, and the loss when a mobile clientroams was minimal.
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As expected, a short disconnection happens when the access point serving the client

suddenly crashes. In such a case, the system re-adjusts, andwithin a few seconds is able to

re-route packets through the network.

The management overhead of the mesh network grows linearly with the number of

clients, in the worst case at a rate of about 2 kbps per client.This overhead does not

depend on the amount of data the mobile clients send or receive. Considering that the

capacity of 802.11g wireless networks is in the order of tensof Mbps, we conclude that the

management overhead of SMesh is reasonable.
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Chapter 4

Achieving Fast Inter-domain Handoff

This chapter present the protocols that we developed to support hybrid routing and

fast inter-domain handoff in multi-homed wireless mesh networks. The protocol integrates

wired and wireless communication and optimizes performance of the hybrid routing, in our

case by minimizing the usage of wireless transmissions.

We start by overviewing multi-homed wireless mesh networks, and describe our hybrid

overlay architecture, including topology formation and hybrid routing metric. We then

describe our inter-domain handoff protocol, and how TCP andUDP connections need to

be treated differently to maintain connectivity. Finally,we demonstrate that inter-domain

handoffs occur instantaneously, with virtually no loss or delay, for both TCP and UDP

connections.

4.1 Multi-homed Wireless Mesh Networks

A wireless mesh network extends the connectivity range of mobile devices by using

multiple access points to create a mesh topology and forwardpackets over multiple wireless
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hops. As the size of a wireless mesh network increases, the number of Internet connected

access points (Internet gateways) needs to increase to disperse traffic and avoid congestion.

In practice, Internet gateways will reside at different locations and will often be connected

to different network domains. We refer to such mesh networksasmulti-homed. In this type

of networks, a mobile client is served by a nearby access point that forwards data packets

(potentially over multiple wireless hops) to its closest Internet gateway.

Multi-homing poses a challenge in providing continuous connectivity to mobile clients

that may move between the areas covered by different access points. Those access points

will often have different Internet gateways closest to them. When such a transition (hand-

off) occurs, we would like to maintain all previously opened connections, and transfer

them to the new Internet gateway as quickly as possible, without any involvement from the

mobile device.

In our approach, new connections always use the closest Internet gateway at the time of

their creation, while existing connections are forwarded through the wired infrastructure to

the Internet gateway where they were originally initiated.As the handoff process requires

routing agreement and transferring connections between the involved Internet gateways,

our protocol guarantees that packets are routed correctly,at all times.

4.2 A Hybrid Overlay Architecture

A wireless mesh network is comprised of multiple access points, possibly distributed

in several islands of wireless connectivity such as different buildings located close to each

other or parts of the same building. Access points inside a wireless island can communicate,

potentially using multiple intermediate hops. One or more access points in each wireless
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island is connected to the Internet through a wired network.For Internet connectivity, other

access points rely on multi-hop communication to reach an Internet Gateway in their island.

Figure 4.1 shows an example of a wired-wireless hybrid mesh network with two islands,

each of them with two Internet gateways.

Each access point runs a software router that allows multi-hop communication. These

routers create an overlay topology where some of the links are wireless (between nodes in

the same island) while others are wired (between the Internet gateways). In our implemen-

tation we use the Spines overlay messaging system to providemulti-hop communication as

it offers overlay multicast, anycast and unicast forwarding. We make use of overlay multi-

cast to auto-discover Internet gateways and to coordinate decisions between access points

during mobile client handoffs. We use anycast to forward data packets from a client to the

closest Internet gateway.

Using one overlay network for both wireless and wired communication has several ad-

vantages. Peer-to-peer communication between access points located in the same wireless

island can take advantage of wired connectivity between remote Internet gateways to short-
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cut multiple wireless hops. In addition, the diameter of thenetwork is decreased, improving

route update latency and overhead related to control messages on the overlay network.

4.2.1 Topology Formation

The topology formation starts with each access point broadcasting its presence periodi-

cally. Neighboring nodes create bidirectional links and advertise their connectivity through

a link state protocol to other nodes in the network. The link state protocol uses link-based

acknowledgments such that after a link was advertised to other access points in the network,

it will not be advertised again, unless it changes its status. This reduces communication

overhead for managing the topology.

Internet gateways join a multicast group calledInternet Gateway Multicast Group

(IGMG) on which they periodically advertise their wired interface IP address. The multi-

cast routing is handled by the underlying overlay infrastructure, as explained in the previous

chapter. When two Internet gateways receive each other’s advertisements (which initially

travels through the wireless infrastructure to the membersof the multicast group), they con-

nect through a wired overlay link. This way, the Internet gateways inside an island form a

fully connected graph using their wired infrastructure, while the other access points inside

the island interconnect based on the wireless connectivity. In order to interconnect wireless

islands, at least one Internet gateway in each island needs to be pre-configured to connect

to a set of Internet gateways such that an initial connected graph is formed. Then, multi-

cast advertisements from all gateways will be propagated, Internet gateways will connect

to each other, and eventually, a fully connected logical graph between all Internet gateways

in all islands is formed.
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4.2.2 Routing Metric

In a multi-homed wireless mesh network, some of the access points have wired connec-

tions that can be used to shortcut several hops of wireless communication, thus decreasing

the number of wireless transmissions. In general, in a combined wired-wireless routing

metric scheme, it is reasonable to assume that a wired connection costs much less than a

wireless link. On the other hand, depending on the network conditions it is possible that

wired connections between Internet gateways have different costs (based on throughput,

loss rate, latency, etc.).

Our approach uses the best route to a destination considering wireless connectivity

as well as any hybrid route available, and allows for different routing metrics to be used

both on the wired and wireless links. Considering that each wireless link can have an

ActualCost metric of at least 1, the routing cost of that link will be:

Cost = ActualCost ∗ (M + 1)

where M is the maximum cost that can be associated with a wiredpath. For example, if a

wired link can have a maximum cost of 10, and there are 5 accesspoints connected to the

Internet in the mesh network, the value of M is 40 (the largestnumber of wired hops in a

path is 4), and the minimum cost of a wireless link is 41. The cost of a hybrid path is the

sum of the cost of all the links. This mechanism gives preference to any wired link over a

wireless one, and optimizes the wired path based on a desiredmetric. For example, we can

use ETX [63] as the wirelessActualCost metric, and latency as the wired links metric.
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Figure 4.2: Inter-domain Handoff Flowchart

4.2.3 Handling Mobile Clients

As previously explained in Chapter 3, Mobile clients connect to their closest access

point and use it transparently as they would work with a regular Internet connected access

point. No special software or drivers need to be installed onthe mobile clients. The mesh

network is responsible to forward packets to and from other clients or the Internet. In our

implementation, all access points use a private IP domain (10.x.y.z) for their wireless inter-

faces. Mobile clients are assigned IP addresses through DHCP from the same IP domain.

Packets sent to a mobile client are routed by the overlay infrastructure to the Data Group

corresponding to the receiver client. Local access points that joined the Data Group then

forward the packets to the mobile client. The reason for using a multicast group instead

of a single IP address for the client packets is that in periods of instability, when it is

not yet decided which local access point should serve the client, multiple access points in
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the vicinity of the mobile client may forward the data packets (also allowing us to deal

with unpredictable moving patterns). When an access point receives a packet that has a

destination outside the wireless mesh network, it simply forwards it to the Internet Gateway

Anycast Group, an overlay anycast group to which all Internet gateways join. This way,

packets are always sent to the closest Internet gateway.

4.3 Inter-domain Handoff Management

4.3.1 Internet Gateway Control Group

Packets exchanged between two mobile clients, either in thesame or in different wire-

less islands, simply use shortest path multicast trees reaching the access points that decided

to serve each client. Note that in the stable case, when mobile client communication does

not require a handoff, only one access point in the vicinity of a client will join its multi-

cast Data Group. Therefore, most of the time, the multicast trees are simply linear paths.

The multicast trees adjust automatically when mobile clients roam within the vicinity of

different access points, as the access points join or leave the client’s multicast Data Group.

In peer-to-peer communication, packets will follow the shortest paths with no need for a

special handoff at the Internet gateways.

In contrast, communication between mobile clients and the Internet is relayed through

the closest Internet gateway. As mobile clients move withinthe wireless mesh network,

they may get closer, network-wise, to a different Internet gateway in the same island, or

they may move to a different wireless island. In this case, the anycast packets, which are

forwarded to the closest Internet gateway, will no longer reach the original gateway, and

therefore a solution is required to maintain existing connections.
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Mobile clients in SMesh work on a private network, and a Network Address Transla-

tion (NAT) is required at the Internet gateway when communicating with an external host.

Each Internet gateway has a different external IP address. Applications using TCP, and in

some cases, applications running on top of UDP require packets to be forwarded through

the initial forwarding Internet gateway through the entirelife of the connection. Changing

one end-point of the connection (the IP address of the Internet gateway) is often impos-

sible without breaking the existing connection, and therefore it is better for the handoff

mechanisms to mask this problem inside the mesh network.

One potential solution is to exchange complete connection information (NAT tables)

between the Internet gateways periodically and forward packets to the original owner of

the connection using the wired connectivity. Such a solution can only be as fast as the

time between two periodic NAT table exchanges, and cannot support real-time traffic such

as VoIP. To support real-time traffic, one can advertise connection information to all the

Internet gateways when the NAT entries are created. However, this technique tends to

be wasteful, as not all mobile clients may move and change their Internet gateway. The

problem is most notable when clients are browsing the Internet, as many connections are

established for each website and, all of these information,which is relevant only for a small

amount of time, would be sent to all of the Internet gateways.
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Our inter-domain handoff protocol provides transparent mobility on a NATed network

with real-time performance. We treat UDP and TCP connections separately, detect the

existing owner (the Internet gateway from which the connection was initiated) of a connec-

tion, and forward existing connections through their original owners1. Figure 4.2 shows the

general flow of packets at each Internet gateway.

4.3.2 TCP Connection Handoff

A TCP session requires that source and destination IP addresses and ports remain con-

stant during the life of the connection. Our mobile clients run in a NAT address space, and

although connections are end-to-end, the Internet destination regards the source address as

that of the Internet gateway that sent the first SYN packet. When a mobile client moves

closer to a different Internet gateway, the new gateway mustforward all packets of each ex-

isting connection to the original gateway that initiated that connection. On the other hand,

new connections should use the Internet gateway that is closer to the client at the current

time, and not be forwarded to an old gateway.

In TCP, a SYN packet indicates the creation of a connection and generates a NAT entry,

while a FIN packet indicates the destruction of the connection. If an Internet gateway

receives a TCP packet that is not a SYN and it does not have an entry for that connection

in its NAT table, it forwards that packet to the IGMG group. The original owner of the

connection (the one that has it in its NAT table) relays the packet to the destination, and

sends a message to the IGMG group, indicating that it is the connection owner for that

NAT entry. Then, any gateway that is not the connection owner, will forward packets of

1One can potentially spoof the address of the original owner to reduce the routing overhead of our pro-
tocol. However, egress filtering is commonly used at networkrouters and will prevent spoofed packets from
leaving their network.
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that connection to the respective owner, finalizing the connection handoff process. Figure

4.3 shows the stages of such a TCP connection handoff.

If packets arrive at an Internet gateway at a fast rate, several packets may be sent to the

IGMG group before the connection owner can respond. If no Internet gateway claims the

connection within a certain timeout (in our implementation3 seconds), the new gateway

claims the connection, forwarding the packets directly to the Internet destination. This will

break the TCP connection, which is the desired behavior in such a case, since it is likely

that the original owner crashed or got disconnected. Causing the Internet host to close the

connection avoids connection hanging for a long period of time (TCP default is2 hours).

4.3.3 UDP Connection Handoff

Most real-time applications use the best effort UDP serviceand build their own protocol

on top of UDP to meet specific packet latency requirements. Some applications, such as

DNS, do not establish connections between participants. Others, such as SIP in VoIP,

establish specific connections defined by a pair of an IP address and a port at both ends of

the connection.

When an Internet gateway receives a UDP packet with a new pairof source and destina-

tion addresses or ports, it cannot distinguish between the case where this is the first packet

of a new connection, and the case where the packet belongs to an existing connection es-

tablished through a different Internet gateway.

We classify UDP traffic on a port number basis asconnection-lessand connection-

oriented, and choose connection-oriented as the default protocol. Connection-less UDP

traffic is forwarded directly after receiving it from the mesh network, on the current shortest

path. DNS and NTP traffic falls into this category.
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Upon receiving a new connection-oriented UDP packet that has an Internet destination,

an Internet gateway relays that packet to its destination, and also forwards it to the multi-

cast group that all Internet gateways join (as opposed to theTCP case, where the access

point only sends packets to the multicast group). If the UDP packet belongs to a connec-

tion that was already established, the Internet gateway that is the original owner of the

connection also relays the packet to the destination, and sends a response to the Internet

gateway multicast group. After receiving the response, theinitial gateway will forward

subsequent packets directly to the original gateway, and will no longer relay UDP pack-

ets of that connection (with the same source and destinationaddresses and ports) to the

Internet. If a response does not arrive within a certain timeout (in our implementation

500 milliseconds), the Internet gateway will claim ownership of the UDP connection, will

stop forwarding packets of that connection to the IGMG group, and will continue to relay

packets to the Internet.

4.3.4 Overhead

Internet gateways generate some overhead traffic on the wired network during the inter-

domain handoff. Data packets are multicasted over the wirednetwork to all other Internet

gateways until the owner of the connection responds. In our tests, this process took between

10 ms and 60 ms. Note that data packets are forwarded in parallel to the end-host and their

latency is much less. After the first handoff of a connection takes place, all Internet gate-

ways are informed about the owner of that connection, and therefore new data packets are

sent directly to the connection owner. As opposed to the wireless intra-domain overhead,

which is only dependent on the number of clients, the inter-domain overhead is directly

proportional to the number of connections each client has. However, the traffic generated
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by the inter-domain handoff is small, and uses only the wirednetwork.

4.3.5 Discussion

Due to handoff and/or metric fluctuations, there is a possibility that packets coming

from a mobile client and belonging to the same flow alternate between two Internet gate-

ways. This may lead to more than one gateways claiming the ownership of the connection.

We encounter such case in TCP when a client retransmits a SYN connection request, and

this request is routed through a different Internet gateway. In UDP, such case may occur

when two different Internet gateways start forwarding client packets for the same connec-

tion at about the same time. A plausible solution for TCP is todelay ownership decision

until a full three-way TCP handshake is seen by the Internet gateway. For UDP, when there

is more than one ownership request in parallel, the gatewaysdecide the rightful owner of

the connection based on feedback traffic from the end-host orlowest IP address.

Also note that, in general, our inter-domain handoff protocol can be applied in less so-

phisticated architectures. For example, all Internet gateways can be pre-configured with the

complete set of Internet gateways that will participate in the inter-domain handoff. How-

ever, route optimizations provided by the overlay network,both in the wired and wireless

network, will not be available, and some other mechanism must be devised to ensure fast

seamless handoff for mobile clients at the intra-domain level.
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Figure 4.4: The SMesh Multi-homed Wireless Mesh Testbed.

4.4 Experimental Results

4.4.1 Setup

We deployed our system on 18 Linksys WRT54G wireless routersacross several floors

in four buildings. Each of the routers is equipped with one radio configured in ad-hoc

mode. Transmit power of the access points was set to50mW . The Linksys routers were

modified with the available custom openwrt firmware [61] thatprovided us with a Linux
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environment suitable for running the SMesh software. Otherthan adding SMesh, no other

changes were made to the openwrt firmware.

We used two laptop computers, each with a Broadcom 802.11g Mini-PCI card in ad-

hoc mode as mobile clients. We used Linux for all experimentsthat required precise timing

measurements. Windows XP was used for a TCP throughput experiment, also showing

how SMesh operates across different platforms. No softwareother than the benchmarking

programs was installed on the laptop computers.

The topology of the wireless testbed used in our experimentsis shown in Figure 4.4.

The topology consists of one main island with two Internet gateways, and another smaller

island with one Internet gateway. The islands are disconnected due to a large open grass

area between the buildings. However, a mobile client located between the two islands can

reach both networks. Each of the Internet gateways is part ofa different domain on the cam-

pus network and within 6 hops of each other through the wired network. Unless otherwise

specified, the topology between the access points was staticduring the experiments. Each

access point box has an identifier, refered to as node id. The node-id of Internet gateways

ends with digit 1 (mesh nodes 11, 21, and 31). The closest Internet gateway of mesh nodes

is given by the prefix of the access point box-id (i.e. node 23 uses node 21 as its Internet

gateway). In addition, the node ids are ordered by number of hops from the gateway (i.e.,

node 23 is equal or less number of hops from from its gateway than node 24).

Experiments consist of walking with a mobile client from the3rd floor of a building

located in the main island to a hallway in the second floor, followed by going down to

the ground floor. Then, while walking outside on an open grassarea we end up reaching

the second island. This movement results in a few access point handoffs and at least three

Internet gateway handoffs. A mobile client will be referredto asClient and the Linux box
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Figure 4.5: P2P Test. Latency of packets
received at Moving Client.
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Figure 4.6: P2P test. Latency of packets
received at Static Client.
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Figure 4.7: P2P Test. Lost packets at Static
Client.
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Figure 4.8: P2P test. Delay Jitter for pack-
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from the Internet asSky. In all experiments we send a full-duplex (two-way) VoIP traffic.

The VoIP traffic consisted of 160 byte packets sent every 20 msat a rate of 64 Kbps, for

5 minutes. We focus our experiments on VoIP as a representative application that poses

severe latency requirements.

4.4.2 Measurements

Peer-to-peer UDP test: During this experiment one mobile clients is stationary while

the other walks through the previously described path. Routing decisions are based on the
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path that decreases the number of wireless hops between the clients in the hybrid wired-

wireless overlay network. The stationary Client is connected to node 22 at all times; the

Client does not experience any handoff throughout the experiment. Figures 4.5 - 4.8 present

the results of this experiment.

In each graph, the access point that serves the mobile clientis shown on the right vertical

axis. The current access point is represented with a continuous dotted line. Horizontal

plateaus of the dotted line represent stable periods in which the access point serves the

moving client, while vertical jumps between plateaus represent handoffs between access

points. For example, Figure 4.5 shows a transition from node11 to node 14 around packet

number 2000.

Figures 4.5 and 4.6 show the one-way latency of packets as they are received at each

client. The initial latency represents 3 wireless hops plus1 wired hop. This is because there

is one wireless hop between the mobile client and node 11, plus one wired hop between

node 11 and node 21, plus two wireless hops between node 21 andthe stationary client who

is connected to node 22. Note that, network wise, this corresponds to one wireless hops. A

direct route that did not use the hybrid wired-wireless route would have used an additional

wireless hop in order to route packets between the clients.

Around packet 2000, the latency increases slightly as mesh nodes 13 and 14 require

one additional wireless hop through the hybrid route towards the stationary client. Around

packet 5000, the client connects to mesh node 12. Instead of using the wired-wireless

hybrid path, the node uses a direct path as the cost in terms ofwireless transmissions is the

same. The decrease in latency, which is about 3ms, represents the cost of going through the

wired network plus one additional application level router. The two clients connect through

the same access point around packet 7000. The mesh node then connects through a node
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that is two direct wireless hops away, and then one wireless hop away, until packet 13000.

Then, the mobile client moves to a node that resides in a different island, and must use the

hybrid path to reach the stationary client. Note that the latency is similar to the one at the

beginning of the experiment, where a different overlay linkthrough the wired network was

used to forward packets to the stationary client.

Overall, 13 packets were lost in one direction and 11 in the other. Figure 4.7 shows

the lost packets at the stationary client, who experienced the most number of losses. Loss

is represented as cumulative number of losses over the last 20 packets. A maximum of

two consecutive packets was lost around packet 9000. As the wireless medium is shared,

a sudden loss may be triggered by a number of factors including external wireless commu-

nication or interference from our own wireless network. Also, losses can help to trigger a

handoff when in conjunction with the RSSI, the metric of a mesh node that is starting to

have better connectivity goes above the threshold. In most real time applications, the effect

of a relatively small number of packets being lost can be compensated with no interruption

in service or significant quality degradation.

Figure 4.8 present the delay jitter for the stream received at the mobile client. The Inter

Quartile Range (IQR), which represents the difference between the 25 and the 75 percentile,

was just 3.2ms. This is slightly higher than the IQR experienced during the intra-domain

handoff in the previous Chapter, but considering that now both the sender and the receiver

are in the wireless network, the increase in the IQR is not significant.

There were only 18 duplicates over the 8 handoffs experienced by the mobile client,

49 packets arrived after100ms out of which2 packets arrived after200ms. The other

client did not experienced any handoff, and therefore therewere no duplicate packets in

this direction.
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Figure 4.9: Latency. Inter-domain test. Sky
is receiver.
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Figure 4.10: Latency. Inter-domain test.
Mobile Client is receiver.
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Figure 4.11: Inter-domain test. Sky is re-
ceiver. Loss.
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Figure 4.12: Inter-domain test. Sky is the
receiver. Duplicates.

Connection Oriented Inter-domain Handoff UDP test: This test is done between a

single mobile laptop,Client, and the Internet connected machine,Sky. Figures 4.9 and 4.10

show the one-way packet latency for packets received atClient andSky, respectively. The

horizontal lines markedIGHO separate the graph into three areas defined by the Internet

gateway forwarding the mobile client’s packets to and from the Internet. An inter-domain

handoff happens when the dotted line, showing the current access point serving the client,

crosses one of the horizontal line.

The initial latency of just about 5ms represents the latencywhen going through the
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Internet gateway that is the owner of the connection. We thenmove between three differ-

ent access points, each one hope from the original gateway, and the latency stays constant

at around 9ms. The following handoff, around packet 5000, shows the first inter-domain

handoff in the system; the new node handling the client, node22, is closer to a different

Internet gateway, node 21. Although the number of wireless hops stayed the same, the

latency increases as there is additional processing at the Internet gateways and the wired

network needs to be crossed. However, the increase is latency is not symmetrical. The rea-

son is that there is additional overhead in processing packets that flow towards the Internet

as they need to be sent to our smesh process an additional time.

Figure 4.11 shows the packets lost atSky. There were only 8 packets lost, but no losses

during the inter-domain handoffs. The number of packets that arrived after more than

100ms was 2 in the stream fromSkyto Client and 0 in the stream fromClient to Sky. All

packets were received within200ms. Considering the total number of packets (15000 in

each direction), very few packets were lost or delayed.

In Figure 4.12 we show the duplicate packets received bySky. These duplicates are

caused by inter-domain handoffs. There was only 1 duplicatepackets on the stream in the

entire experiment, and they occurred during the first Internet gateway handoff. Since Box

21 was not aware initially whether the packets belong to a newor an already existing con-

nection, it sent the traffic both to the IGMG group and to the final destination (as explained

in Section 4.3.3). Because node 11 already had a connection established for that stream in

its NAT entries, it forwarded the packets to the Internet destination, and at the same time, it

notified the other gateways that it is the owner of the connection, by sending an acknowl-

edgment to the IGMG group. As soon as node 21 received an ownership acknowledgment

from node 11, it stopped relaying packets toSkyand started forwarding the packets to node
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11. Since there was only 1 duplicate packet received by Sky, the inter-domain handoff took

less than 20ms to complete. Note that after the notification,all gateways learned about

the ownership of that connection. This is the reason there are no duplicates in the second

gateway handoff, from node 21 to node 31 that occurs before packet 14000.

TCP handoff test: In the next experiment, we used a 802.11g wireless card in themo-

bile client, and configured the mesh to 802.11g with a fixed rate of 36Mbps. We moved the

Client throughout two floors, going down and then up through different stairs in opposite

sides of the building.

Figure 4.13 shows the TCP download throughput experienced by the mobile client.

Note that we move through a different set of nodes in this experiment. There were 9

handoffs during this experiment. As in the TCP intra-domainexperiment where we walk

through the same path (depicted in Figure 3.15), the throughput was initially3Mpbs when

the client is connected directly to the Internet gateway, which is lower than expected. This

bandwidth is a CPU limited amount; the CPU is 100% utilized atthis point. As the number

of hops increases, the throughput goes down to about1Mbps. The inter-domain handoff

takes place around second 130, where we see the throughput going up to about2.3Mbps.

The throughput returned back to the original amount when we reached the original location

where we started the test. TCP connection remained open at all times, and packets kept

flowing regularly.

Mesh Gateway Failure test: It is interesting to see what happens when the Internet

gateway used by a TCP connection suddenly fails. If that Internet gateway is the owner

of the connection, then we expect that the connection will break. However, if the Internet

gateway is not the original owner of the connection, but rather the one closer to the mobile

client that forwards packets to the owner Internet gateway,we expect the mesh network to
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discover the failure and adjust the routing such that the data packets will reach the owner

gateway.

In this experiment we started a TCP connection betweenClientandSkyand then moved

the client in the vicinity of a different Internet gateway, forcing a gateway handoff to occur.

Then we unplugged the power of the current Internet gateway.Figure 4.14 presents the

evolution of a TCP flow where the X axis shows the time and the Y axis shows the packet

sequence number. The graph starts after the first handoff from the original gateway. The

graph shows about 8 seconds of disconnection required for the mesh network to detect the

failure and adjust its routing. After that, it takes a few more seconds for TCP to catch up

with the original rate. The network reacting to the failure in a timely manner prevented the

disconnection of the TCP connection, overcoming the current Internet gateway crash.

Experiments summary: The experiments show that the SMesh inter-domain proto-

cols provide instantaneous handoff, with a very low overhead caused by messages sent to

Internet gateways through the wired network while discovering the originating gateway for

a connection. We also show the benefit of multi-homed wireless mesh netorks for lowering

the usage of the wireless resource and for increasing the reliability of the mesh. When an
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Internet gateway failed and there was at least one other reachable gateway in the mesh,

our system was also able to maintain all connection that did not originate from the failed

Internet gateway.

As opposed to the wireless intra-domain overhead, which is only dependent on the

number of clients, the inter-domain overhead is directly proportional to the number of

connections each client has. However, the traffic generatedby the inter-domain handoff is

small. Considering that the capacity of the wired network ismuch higher than that of the

802.11 wireless network and that our inter-domain handoff takes less than 40ms in average

to complete, we conclude that our inter-domain handoff protocol will not add a significant

overhead in the wired network.
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Chapter 5

Conclusion

The shift from wired to wireless connectivity has opened thehorizon to an era where

users expect that their service will not be impaired by theirmovement between access

points. In parallel, real-time applications such as VoIP are expected to keep growing in

popularity. We have shown how wireless mesh networks can provide increase coverage and

increase redundancy for added reliability, with the steadyand stable service necessary to

provide such services without any degradation in quality ofservice to this growing segment.

This thesis presented the architecture and protocols of a seamless wireless mesh net-

work that offers fast intra-domain and inter-domain handoff to mobile users. Our approach

allows users to engage in using real-time applications suchas interactive Voice over IP

without any degradation in quality of service as users move between access points through-

out the mesh.

Fast handoff was achieved by using multicast groups to coordinate decisions between

access points and between Internet connected access pointsto seamlessly transfer connec-

tions as the mobile clients move throughout the mesh. We alsooptimized the use of the

wireless medium by short-cutting wireless hops through wired connections.
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We demonstrated the efficiency of our protocols through liveexperiments using

SMesh [1], a complete and available system. Our approach achieves very good results,

allowing unmodified mobile clients to roam freely throughout the wireless coverage area

of the mesh network without any interruption in service. We quantified the overhead and

demonstrated that it is small compared to the data traffic.
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