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Abstract

There are many realistic applications of activity recognition where the set of potential activity descriptions is combinatorially large. This makes end-to-end supervised training of a recognition system impractical as no training set is practically able to encompass the entire label set. In this paper, we present an approach to fine-grained recognition that models activities as compositions of dynamic action signatures. This compositional approach allows us to reframe fine-grained recognition as zero-shot activity recognition, where a detector is composed “on the fly” from simple first-principles state machines supported by deep-learned components. We evaluate our method on the Olympic Sports and UCF101 datasets, where our model establishes a new state of the art under multiple experimental paradigms. We also extend this method to form a unique framework for zero-shot joint segmentation and classification of activities in video and demonstrate the first results in zero-shot decoding of complex action sequences on a widely-used surgical dataset. Lastly, we show that we can use off-the-shelf object detectors to recognize activities in completely de-novo settings with no additional training.

1 Introduction

Fine-grained activity recognition is a challenging problem due to the combinatorial number of different fine-grained activities that are possible, and the variety of ways that they may be performed. For example, in video surveillance, we are most often interested in unique instantiations of an event — for example “locate an instance where a man wearing a yellow jacket approaches a blue SUV and places a brown package underneath it.” This particular combination of actor, attributes, activity, and sequence is unique, and represents only one of millions of other activity sequences that are similar in structure, but unique in detail.

In this paper, we introduce the notion of dynamic action signatures as a representation for fine-grained problems where there are a combinatorial number of potential fine-grained activity labels. The key observation is that we can translate this problem into one of zero-shot activity recognition, where a recognition method is constructed “on the fly” using a composition of structured and deep-learned components. As we show in our experiments, this method is highly flexible, and can be adapted to problem domains ranging from video surveillance to surgery.

In our framework, an action signature is a particular configuration of visually detectable entities, such as attributes, objects, and relations, which describe a segment of a video. A key element of our approach is that we view these signatures as time-varying, rather than static—i.e., an action’s attributes change over time in a characteristic manner. For example, the act of a person entering a vehicle as shown in Figure 1 (Logic Acceptor) can be described as the attribute sequences a person exists followed by a person does not exist composed with a a vehicle exists relational constraint.

In the remainder of this paper, we show that dynamic action signatures provide a powerful semantic label embedding for zero-shot action classification and establish a new state-of-the-art on the Olympic Sports (Niebles, Chen, and Fei-Fei 2010) and UCF101 (Soomro et al. 2012) datasets. We also use our methodology to impose constraints on the predicted action sequences themselves, leading to the first zero-shot segmentation results on complex action sequences in a widely-used surgical dataset (Gao et al. 2014), and establish, for the first time, a zero-shot baseline result that is competitive with end-to-end trained methods.

The aforementioned experiments required training using samples from the target dataset to acquire action signature detectors. We show that we can eliminate any kind of supervised training on the dataset from which unseen (test) cases are drawn by using publicly available, off-the-shelf object detectors to construct action signatures. We combine this with our framework to provide a true de novo model of an activity. We evaluate quantitatively and qualitatively our zero-shot framework using these “on the fly” models on the challenging DIVA dataset, which contains fine-grained human-object interactions under a real world video security footage.

In summary, the main contributions of the paper are:

• A zero-shot classification of actions with dynamic action signatures which establishes a new state-of-the-art on Olympic Sports (Niebles, Chen, and Fei-Fei 2010) and
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UCF101 (Soomro et al. 2012) datasets. We outperform all other methods for the standard zero-shot evaluation regardless of training assumptions (inductive/transductive).

- To the best of our knowledge, we are the first to demonstrate zero-shot decoding of complex action sequences. We present our results on a surgical dataset, JIGSAWS (Gao et al. 2014), to jointly segment and classify fine-grained surgical gestures where we establish a strong baseline.

- A demonstration of zero-shot classification of fine-grained human-object interactions in security footage that requires no supervised training of attribute detectors by leveraging off-the-shelf object detectors.

## 2 Related Work

### Rule-based approaches

Zero-shot classifiers require descriptions of novel activities provided either by humans or existing knowledge bases. In the seminal approach of (Ivanov and Bobick 2000), descriptions of activities come from an attribute based stochastic context-free grammar which encodes expert knowledge to recognize activities. Variants of probabilistic graphical models such as Markov Logic networks (Tran and Davis 2008), And-Or graphs (Lin, Gong, and Li 2009) and attribute-multiset grammars (Damen and Hogg 2009) have been proposed since then to implement temporal rules to provide stronger representation of activities. Such rule-based approaches effectively modeled temporal behavior of activities in a true zero-shot manner using a set of selected attributes. Our approach is similar in that temporal rules and detections are parsed using structured state machines to score observed sequences. However, the biggest criticism of this line of work was its inability to scale due to the hand-crafted nature of attribute set-selection and rule-design. We claim in this paper and support with our experiments that a small set of (four) temporal ‘rules’ implemented using our dynamic action signatures are scalable and not problem specific. We empirically show that they scale effectively across datasets and even across application domains. Moreover, we show evidence that zero-shot methods can move-away from ad-hoc selection of attributes by demonstrating how our framework utilizes generic features such as off-the-shelf object detectors to compose zero-shot action classifiers.

### Visual attributes as semantic descriptions of activity labels

Compared to rule-based approaches from the past, recent zero-shot methods focus on mapping a deep feature representation of a video and some semantic description of a label into a common embedding space where similarity functions or simple classifiers can be learned. The line of work that uses attribute based semantic embedding for zero-shot action classification followed a pioneering work that originally proposed to categorize novel objects using visual attributes (Lampert, Nickisch, and Harmeling 2009). As a natural extension, manually defined visual attributes are widely used to provide semantic descriptions of human actions for zero-shot learning (Akata et al. 2015; Fu et al. 2014; Gan et al. 2015; Lampert, Nickisch, and Harmeling 2009; Liu, Kuipers, and Savarese 2011; Wang and Chen 2017). Using a fixed collection of attributes, a given sample is embedded as a vector of binary (Lampert, Nickisch, and Harmeling 2009; Liu, Kuipers, and Savarese 2011) or soft assignments (Fu et al. 2014; Romera-Paredes and Torr 2015) of an attribute in the input. These attributes define a powerful semantic embedding space, as evidenced by recent approaches (Gao, Zhang, and Xu 2019; Mandal et al. 2019; Mishra et al. 2018; Qin et al. 2017; Brattoli et al. 2020) that consistently outperform word-embedding based approaches on zero-shot human action classification benchmarks (Niebles, Chen, and Fei-Fei 2010; Soomro et al. 2012). Such methods perceive
activities as a collection ‘static’ action signatures, limited to either presence or absence of a particular set of attributes in a given action sequence. In this work, we present dynamic action signatures where an attribute can exhibit state changes over time.

Word embedding as semantic descriptions of activity labels: Paired with improvements in natural language processing and parsing (Mikolov, Yih, and Zweig 2013), the popular Word2vec implementation (Mikolov et al. 2013) has been used for word embeddings in zero-shot systems (Akata et al. 2015; Alexiou, Xiang, and Gong 2016; Gao, Zhang, and Xu 2019; Guadarrama et al. 2013; Liu et al. 2019; Mandal et al. 2019; Hahn, Silva, and Rehg 2019; Mishra et al. 2018; Qin et al. 2017; Roitberg, Al-Halah, and Stiefelhagen 2018; Wang and Chen 2017; Huang, Zhang, and Li 2018; Zhang, Hu, and Sha 2018; Zhang and Peng 2018; Xu, Hospedales, and Gong 2017; Hendricks et al. 2018; Gao et al. 2017; Xu, Hospedales, and Gong 2016). The fundamental assumption of word embedding based approaches is that an activation pattern in the feature layer of the skip-gram model (Mikolov et al. 2013) given an interest-word (text of activity label) as input provides a discriminative representation of novel categories. Despite offering a clean manual labor free solution compared to the attribute-based embeddings, zero-shot approaches using manual attributes consistently outperform Word2vec based models given the same methodology (Luis et al. 2019). We believe an important factor in zero-shot action classification (as opposed to the static application of image classification) is to model the temporal evolution of elements in video. A text embedding of key words in its current form does not fully capture the dynamic structure present in activities.

Objects as attributes: The work of (Jain et al. 2015) constructs a word embedding augmented by a skip-gram model of object categories in videos. Further, a spatial-aware object based embedding is proposed in (Mettes and Snoek 2017) for additional zero-shot localization of actions. An approach to learn relations between action-attribute-object in an end-to-end manner using two-stream graph convolutional network is proposed in (Gao, Zhang, and Xu 2019). We also view objects as a promising source of additional information to provide a rich semantic embedding for zero-shot activity recognition. Our approach allows temporal modeling of object level information and we demonstrate that we can achieve zero-shot recognition of actor-object interactions using off-the-shelf object detectors in our experiments using the DIVA dataset.

Domain Shift: In practice, the distributions of features from seen and unseen categories are often not well aligned for accurate zero-shot inference especially when using pretrained deep features. Researchers have identified this problem as the domain shift problem, analyzed empirically in (Fu et al. 2014) and theoretically in (Romera-Paredes and Torr 2015). This has led to a series of approaches (Fu et al. 2014; Xu, Hospedales, and Gong 2017; Kodirov et al. 2015; Mishra et al. 2018; Gao, Zhang, and Xu 2019; Mandal et al. 2019) that allow the use of unlabeled instances from the unseen test categories as part of training, defined as the transductive setting for zero-shot learning. In this work, we focus on the introduction of a novel semantic embedding space with dynamic action signatures to improve temporal representation of activities, rather than a method to alleviate the domain shift between seen and unseen categories. We note that the recent work of (Brattoli et al. 2020) aims to completely move away from training on videos sampled from the target dataset by pretraining an end-to-end video-to-word-embedding network using large-scale independent video datasets. We also believe a more practical zero-shot system should be able to utilize available resources such as off-the-shelf word embeddings or object detectors to recognize true de novo instances without having to finetune on samples from the target dataset. Our DIVA experiments demonstrate how our zero-shot system can be deployed in this open-set setting.

3 Methodology

We first formulate the zero-shot action classification and describe the static action signature in Section 3.1. In Section 3.2, we then introduce dynamic action signatures for zero-shot problem and highlight the differences with the static counterpart. Then, in Section 3.3, we include a brief overview of finite state machines which are augmented to implement dynamic action signatures as described in Section 3.4. Finally, in Section 3.5, we introduce how the same framework can be extended to model complex activities as sequences of actions to solve zero-shot temporal activity segmentation applications.

3.1 Zero-shot Action Classification and Static Action Signatures

The goal of the zero-shot action classification task is to discriminate between a set of action categories \( Y = \{y_1, \ldots, y_N\} \) that the classifier has never encountered in its training data. It is assumed in this setting that although we have no example videos from the unseen categories, the categories themselves are known to the user. Thus, zero-shot action recognition methods require mapping both a video \( x = (x_1, \ldots, x_T) \) and a label \( y \) to a shared feature space—specifically, one in which a video’s representation is closest to that of its ground-truth label under some similarity function \( s \):

\[
y_{gt} = \arg \max_{y \in Y} s(f(y), q(x)) \tag{1}
\]

In general this space can be abstract. For example, the video’s mapping function \( q \) can be derived from visual features, and the label’s mapping function \( f \) can be derived from a word vector representation.

Attribute-based zero-shot methods define this space so it corresponds to a set of semantic concepts \( \{a_1, \ldots, a_K\} \). In this case the label’s representation is a \( K \)-dimensional “action signature” \( a(y) \), whose elements are set to one if the attribute is present or zero if it is not. Likewise, the video’s representation is a set of attribute detections \( \hat{a}(x) \in \mathbb{R}^K \).

3.2 Dynamic Action Signatures

Previous work has defined the label’s action signature as a single vector, and reduced either the video representation or
the similarity function along the time dimension. However, in many scenarios the actions of interest are distinguished by their time evolution rather than the presence or absence of static signatures. Take “person entering a vehicle” and “person exiting a vehicle”, for example. Both of these actions share the static action signature vehicle present and person present. However, they are differentiated from each other by what happens to the person over time—in an entering action the person disappears into the vehicle, but in an exiting action the person appears out of it.

In this paper, we make a very natural extension to this approach by extending an action signature in the temporal dimension. This gives us a dynamic action signature of the form \( a(y) = (a(y,1), \ldots, a(y,T)) \) that may change over time. In the case that the value of an action signature is specified for every sample \( t \), the best category \( y^* \) can be chosen using a straightforward sample-wise comparison:

\[
y^* = \arg \max_{y \in Y} s(\hat{a}(x), a(y)) = \arg \max_{y \in Y} \sum_{t=1}^{T} \sigma(\hat{a}(x_t), a(y, t))
\]

In Eq. 2, \( \sigma(\cdot, \cdot) \) implements a sample-level similarity score—for example, the inner product.

Our framework can also handle the more interesting situation in which only the temporal ordering of attributes is specified—for example, for the entering vehicle category we expect to see person detected \( \rightarrow \) person not detected, but we likely do not know exactly when the transition occurs. In this case there can be many attribute sequences that are consistent with the specified ordering, and we can define the similarity between a video \( x \) and a category \( y \) as the best value over that set (which we will call \( \mathcal{A} \)):

\[
s(\hat{a}(x), a(y)) = \arg \max_{a(y) \in \mathcal{A}} \sum_{t=1}^{T} \sigma(\hat{a}(x_t), a(y, t))
\]

One of the key ideas in this paper is that we can describe the set \( \mathcal{A} \) using a composition of a small vocabulary of finite state machines, and we can frame recognition as finding the maximum weight path in that machine. We note that these machines can be either learned from data, or can be hand-specified. Here we pursue the latter approach; for clarity we review the fundamentals of finite state methods in the next section.

### 3.3 Background: Finite State Machines

A finite state acceptor (FSA) is a directed graph whose edges are labeled with input symbols. Each vertex \( s_t \) represents a state of the machine at time step \( t \), and each edge represents the state transition induced by observing a particular symbol \( i \). When the edges of an FSA carry a weight \( w \), it is a weighted FSA (WFSA); in this case we write the edges as a pair \( (i/w) \). The total weight of any path in a WFSA is defined to be the product of the weights on each edge in the path.

An automaton that has been augmented to map input sequences to output sequences, rather than only accept a set of inputs, is called a weighted finite state transducer (WFST). The edges of a WFST are labeled with a triple, \( (i : j) / w \), defining the input symbol \( i \), the output symbol \( j \), and the weight \( w \) associated with that input-output pair. For example, the transducer shown in Figure 2 (“Observation Transducer”) maps sample indices (time steps) to attribute detections.

**Composition of WFSTs:** The ‘Logic’ Transducer \( T_1 \) (see Figure 2) provides a description of a particular dynamic pattern. Given an ‘Observation’ transducer \( T_2 \), we can compute the compatibility between the pattern described by \( T_1 \) and the observation via composition of the two WFSTs.

Let \( e_1(t) = (i_1 : j_1) / w_1 \in T_1 \) and \( e_2(t) = (i_2 : j_2) / w_2 \in T_2 \) be edges in their respective transducers at a common time-step \( t \) (both edges originate from state \( s_t \) in the respective transducers). For all such pairs of edges \( e_1(t), e_2(t) \) where \( j_2 = i_2 \), two edges can be composed as a single edge in a composed transducer \( T = T_1 \circ T_2 \) with a composed edge \( e(t) = (i_c : j_c) / w_c \) such that:

\[
i_c = i_1, j_c = j_2, w_c = w_1 * w_2
\]
Please refer to the ‘Composed’ transducer in Figure 2 as a concrete example.

When using finite state machines for sequence prediction tasks, one is usually concerned with finding an optimal path (e.g., the most probable output sequence given a particular input sequence), or with finding the total weight of a set of paths (e.g., the total probability of the data). These quantities can be computed using generalizations of the well-known Viterbi and Forward algorithms (respectively) for hidden Markov models/linear-chain CRFs.

3.4 Dynamic Action Signatures as Finite State Machines

We now return to Equation 3 where the task is to find the dynamic action signature $a(y)$ in set $A$ that produces the best score given attribute detections $a_{1:T}$. The set $A$ of all sequences that are consistent with the rule can be described by a left-to-right weighted finite state acceptor $A$, the ‘Logic’ Acceptor, with edges of the form $e_a = (i/w_a)$ where $i = (0, 1)$ and $w_a = 1$. Figure 2 shows an example ‘Logic’ Acceptor for an input with only two time-steps which accepts one ‘1’ followed by one ‘0’. Intuitively, the machine generally describes a sequence where an attribute signal is present early and then is absent later in the sequence (person detected → person not detected). The rule acceptor $A$ can be re-written as a WFST $T_a$, the ‘Logic’ Transducer in Figure 2, by replicating inputs and output such that an edge is defined as $e_a = (i/w_a)$. Then, we instantiate a WFST $T_b$ that accepts sample indices $t_i$ as input, gives detections (0 or 1) as output, and whose weights $p(1)$ or $p(0|x_i)$ correspond to attribute detection scores (the ‘Observation’ Transducer in Figure 2). In the running example, $T_b$ describes a time-series of probability of human presence. Finally, given $T_a$ and $T_b$, we obtain the ‘Composed’ Transducer $T = T_b \circ T_a$ as defined in Equation 4. Then, the solution to Equation 3 is equivalent to finding the most probable ‘Logic’ acceptor, $a(y)$, which yields the highest product of path weights when composed with the observation (we take the log sum instead in practice).

3.5 Complex Activities as a Sequence of Actions

When a video is labeled with a sequence of actions $y = \{y_1, \ldots, y_M\}$ (as opposed to sequence of attributes), we can extend the zero-shot classification scenario to perform joint classification and segmentation in a zero-shot manner by defining a sequence-level score function over $M$ hypothesized segments:

$$y^* = \arg \max_{y \in \mathcal{Y}^{\otimes T}} \sum_{t=1}^{M} s(\hat{a}(x_{t_i}, t_i, d_i), a(y_{t_i}, t_i, d_i))$$  \hspace{1cm} (5)

In equation 5, the quantity inside the sum implements the segment-level score function of Eq. 3 (or as a special case, Eq. 2), defined over the $i$-th hypothesized segment with start time $t_i$, duration $d_i$, and label $y_i$.

In many cases, these activities have a structure that is known a priori, and which can be exploited to rule out impossible action sequences. For example, the JIGSAWS dataset is composed of surgical suturing videos. In these sequences, only certain gesture sequences are realizable. We can restrict the system’s search space to valid sequences rather than the set of all possible action sequences $\mathcal{Y}^{\otimes T}$. The best segmentation can be computed using a dynamic program—for example, one of the algorithms presented in (Lea et al. 2017) or (Sarawagi and Cohen 2005).

4 Experiments

In the following sections, we discuss the datasets that we evaluate on and how our method can be applied in a zero-shot manner on datasets built for action classification and datasets built for joint classification & segmentation.

4.1 Datasets

Olympic Sports and UCF101: Zero-shot Action Classification

We evaluate the benefit of dynamic action signatures for zero-shot action classification using the Olympic Sports (Niebles, Chen, and Fei-Fei 2010) and UCF101 (Soomro et al. 2012) datasets. We adhere to the settings proposed by (Xu, Hospedales, and Gong 2017) and perform 30 independent test runs with randomly chosen seen/unseen classes (8/8 for Olympics, 51/50 for UCF101) for both standard (ZSL) and generalized (GZSL) zero-shot evaluations. We report the mean-per-class accuracy over 10 trials along with the standard deviation over trials. As reported in (Ramanan et al. 2019), we report mean accuracies for both seen and unseen categories in the test set and compute the harmonic mean of the two.

JIGSAWS

Here, we demonstrate that we can extend our framework to model complex activities as sequences of actions. We use the JIGSAWS dataset (Gao et al. 2014) to evaluate our framework on a more complex task: joint segmentation and classification. This is a publicly available dataset containing 39 instances of eight surgeons performing a benchtop simulation training task for robotic surgery. The dataset includes endoscopic video of the performance with per-frame gesture class labels for 10 types of actions that occur during the task. JIGSAWS only provides annotations for gestures (activities), and so we used the method described in Section 4.2 to obtain per-frame attribute annotations.

DIVA

The DIVA dataset (extended from the VIRAT (Oh et al. 2011) dataset) consists of very long video sequences captured from 5 independent camera viewpoints. It is a challenging activity detection benchmark where strong end-to-end baselines such as (Xu, Das, and Saenko 2017) perform very poorly. Factors such as lack of sufficient training data and large intra-class variance across camera viewpoints lead to poor performance of deep network based approaches (Gleason et al. 2018; Kim et al. 2019). However, (Kim et al. 2019) has shown that objects such as vehicles and humans can be detected reliably. With DIVA experiments, we demonstrate that off-the-shelf object detectors can be used to compose dynamic action signatures to perform zero-shot activity recognition and may even out-perform fully-supervised baselines under such data conditions.
4.2 Implementation Details

To re-use attribute definitions already provided by public datasets, we first describe a simple approach to extend static signatures into dynamic ones. Next we provide information on how these dynamic attributes can be learned from video.

Dynamic Attribute Annotations: We highlight that both Olympic Sports and UCF101 already have publicly available binary attributes associated per action class. These annotations denote whether an attribute (e.g. “Ball-like Object”) exists or not per action class. We extend these binary values by adding two temporal patterns. This totals to the following four dynamic attribute patterns, namely: (0):Absence, (1):Persistence, (2):Start and (3):End. Please refer to the supplementary material for all dynamic action signatures defined for Olympic/UCF activities. For the JIGSAWS dataset, no attribute annotations exist but the total number of attributes and actions are small, leading to an efficient annotation effort. In realistic applications, the relevant attributes will be defined by the problem itself (eg. search where a ‘needle’ is transferred from ‘left’ to ‘right gripper’) or will be given by an expert with surgical domain knowledge. In DIVA, the required attribute set is described in the action definition itself. We re-emphasize that many realistic zero-shot applications such as the DIVA setting (as opposed to Olympics, UCF) are of this form. For example the action “Person Enters Car” already defines both “Person” and “Car” attributes. No annotations are necessary as off-the-shelf detectors are utilized.

Attribute Detectors: For experiments on Olympic Sports, UCF101 and JIGSAWS, we finetune a pretrained TSM (Lin, Gan, and Han 2019) to predict attribute presence given a video segment. We sample a video snippet \( x_{t:t+d} \) from a video \( X \) where \( d \) is the length of the snippet, \( t+d < T \) and \( T \) is the length of \( X \). The presence of an attribute \( a(x_{t:t+d}) \) in the snippet is determined accordingly based on its dynamic attribute label (eg (2):End) and relative position of \( t \) with respect to \( T \).

5 Results & Discussion

In Section 5.1 we provide evaluations on the Olympic Sports (Niebles, Chen, and Fei-Fei 2010) and UCF101 (Soomro et al. 2012) datasets. We demonstrate that dynamic action signatures significantly improve zero-shot action classification performance. In Section 5.2, we then broaden the scope and describe our approach for the joint segmentation and classification of activities on the JIGSAWS (Gao et al. 2014) dataset. Lastly, we demonstrate that off-the-shelf detectors can be used for zero-shot activity classification of fine-grained human-object interactions in the DIVA dataset using our framework.

5.1 Zero-shot Action Classification

Zero-shot training and testing settings: In the zero-shot action recognition literature, there are two settings for evaluation: zero-shot learning (ZSL) and generalized zero-shot learning (GZSL). Additionally, there are two settings for training models: inductive (ID) and transductive (TD).

Testing setup (ZSL/GZSL) In the ZSL evaluation, the set of activities in the training videos (labelled videos) are disjoint from the set of activities in the test videos (unlabelled videos). Because test activities never overlap with training activities in the ZSL setting, it is not possible to evaluate whether models are biased to more accurately predict the activities they were trained on. The GZSL evaluation was built to test the effect of this bias, and differs from the ZSL setting in that the test videos are drawn from the union of both the labelled and unlabelled activity sets.
Training setup (ID/TD) In the inductive (ID) setting, the training videos are from the labeled set of activities. In the transductive (TD) setting, both the labelled training videos and the unlabelled test videos are included during training. This training setup was built to mitigate the problem of domain-shift between the activity sets, and improve performance in the GZSL setting. Our approach is inductive.

State-of-the-art Comparisons In Table 1, the top half of the table compares models with the same training data assumptions (ID) as our approach under both evaluations. We highlight that under both tasks, our approach outperforms other ID models by a large margin. The ZSL evaluation provides a clean measure to directly compare the expressiveness of zero-shot systems for action classification because a classifier’s bias to seen categories (Mandal et al. 2019) does not affect classification performance. We empirically show that by modeling actions using dynamic action signatures, we obtain a much more powerful zero-shot action classifier.

The bottom half of Table 1 compares TD zero-shot methods. Again, our approach establishes a new state of the art under the ZSL evaluation even when compared to models with relaxed training data assumptions compared to our approach. This is a strong evidence that exploiting the temporal structure of actions leads to more gains in zero-shot classification performance than observing unlabeled test instances.

For the GZSL evaluation, with the ID version of our model, we report accuracies of 76.2% for seen and 44.7% for unseen categories (harmonic mean of 56.4%) on Olympics. And consistently in UCF101, we see 67.2% on seen and 32.5% on unseen activities (harmonic mean of 43.8%). We observe the domain shift problem mentioned in the previous section. However, we can adopt methods such as the binary in-vs-out-of-distribution auxiliary classifier ($OD_{aux}$) proposed in (Mandal et al. 2019) to implement a naive transductive solution. At inference time, the auxiliary binary prediction simply serves to limit the allowable prediction of our model which ultimately increases the recall of unseen categories at the cost of seen categories. For GZSL, the addition of $OD_{aux}$ reduces the performance gap between the seen and unseen categories which ultimately leads to gains of 4.6 and 1.5 on Olympics and UCF101. Since it is unnecessary to invoke the $OD_{aux}$ for the ZSL evaluation, we report identical results for ID/TD settings. We view a transductive extension of our framework as an interesting direction for future work.

5.2 JIGSAWS: Zero-shot Action Classification & Segmentation

We have established that modeling actions as sequences of dynamic attributes leads to state of the art zero-shot classification performance. However, current zero-shot evaluation framework focuses on comparing models that all assume common semantic embedding of labels such as predefined attribute sets or word vector embeddings. Though such evaluation protocol provides fair and straightforward comparisons between zero-shot methods, it fails to paint a clear picture of how zero-shot methods can extend beyond action classification. In the following sections, we show that we can extend our zero-shot framework easily to model activities as sequences of actions and thus enabling the first application of temporal zero-shot activity segmentation.

Classification We begin by performing an ablation experiment studying the effectiveness of our dynamic signatures on the JIGSAWS dataset for the classification setting. For the static-signature system, we map all dynamic signatures to their nearest static counterparts. Specifically, we map signatures (2):start and (3):end to (0):absence. Our static-attribute system’s average accuracy is 58.9%, while our system with dynamic attributes performs at 69.7%. Allowing dynamic signatures disambiguates between these gestures that are otherwise indistinguishable using only static signatures.

Classification & Segmentation We next turn to the task of zero-shot decoding, joint classification and segmentation, of surgical activity. For this task, a long video which contains multiple actions is given and the task is to specify the start, end and label of all actions within a complex activity. This task can be performed in a naive way by doing zero-shot classification for individual samples or windows of samples, but frequently practitioners are aware of additional structure that restricts which action sequences are realizable. In this experiment, we compare the performance of a grammar derived from first-principles knowledge of surgical suturing tasks with an unstructured baseline.

More specifically, our grammar describes an ideal execution of the suturing task (see fig. 3 for an illustration). The practitioner begins by reaching for the needle (G1), then moves to the work area (G5), then executes a suture (G2 - G6). At this point they can either transfer the needle from the left to the right hand (G4) and perform another suture, or drop the suture and end the activity (G11). Note that not every sequence in the JIGSAWS dataset conforms to this model—there are a few rare states (G8, G9, and G10) that correspond to errors made during the suturing process.

![Figure 3: State machine depicting an ideal suturing gesture sequence.](image-url)
5.3 DIV A: Zero-Shot Interaction Classification with Off-the-Shelf Detectors

Both experiments on zero-shot classification of human activities and zero-shot segmentation of surgical gestures involve a supervised training step to obtain attribute detectors using instances from seen categories. In this section, we demonstrate that publicly available, off-the-shelf object detectors can be used to compose a system to classify human-object interactions in a truly supervision-less zero-shot manner. We demonstrate how we encode first-principles temporal logic to define activities using state machines combined with off-the-shelf object detectors to tackle this realistic open-set scenario.

Given detectable objects \{Human, Vehicle\}, we define a human \textit{Entering} and \textit{Exiting} a vehicle with state machines shown in Figure 4. We use publicly available object detectors (He et al. 2017) and do not finetune the detectors.

We compare our zero-shot system against well established end-to-end fully-supervised baselines, TSM (Lin, Gan, and Han 2019)) and R(2+1)D (Tran et al. 2018). The DIV A dataset consists of instances sampled from five independent camera viewpoints where a model is trained on instances from four scenes and tested on samples from the held-out fifth scene (scene 0000). The results in Table 3 show that our zero-shot approach outperforms the supervised baselines which are optimized end-to-end to predict activity labels given a video. This not only shows the discriminative power of dynamic action signatures for zero-shot methods but also emphasizes that the presented framework generalizes more robustly across viewpoints given its compositional nature. We also attempted to train TSM and R(2+1)D to jointly predict action labels and object presence but the models failed to converge.

We also compare against a truly zero-shot baseline (Bratoli et al. 2020) which is trained to predict word embeddings directly given a video. We show that the E2E-K664 model performs poorly (chance is 50.0). We suspect that the word vector representations of \textit{Entering} and \textit{Exiting} are actually similar in the embedding space but for this classification task, we want the representations to be orthogonal. This is a fundamental limitation of activity representations derived from static word embeddings. The large performance gap corroborates that dynamic action signatures provide large benefits when modeling fine-grained interactions in a zero-shot manner.

6 Conclusion

We have presented a compositional approach for modeling fine-grained activities using dynamic action signatures. We showed that modeling actions as compositions spatiotemporal patterns of actors (attributes or objects) with temporal information improves zero-shot classification and we established a new state-of-the-art results on Olympic Sports and UCF101 datasets. Further, by modeling activities as sequences of actions, we established for the first a competitive baseline for a novel task of zero-shot segmentation of complex surgical gesture sequences. Finally, with
our framework, we showed an effective application of describing and recognizing fine-grained human-object interactions using first-principles knowledge combined with off-the-shelf object detectors.
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