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Summary

• This talk describes work on detection and parsing visual objects. The 
methods represent objects in terms of object parts encoding spatial 
relations between them. 

• We use deep convolutional neural networks (DCNNs) to make 
proposals for detecting the object parts.

• We use graphical models to encode spatial relationships between 
object parts and AND/OR graphs to share object parts between 
different, but similar, objects (e.g., cow torso and horse torso). 

• We also describe AND/OR graphs for parsing humans.



Compositional Strategy

• Deep Convolutional Neural Networks (DCNNs) have been extremely 
successful for many visual tasks – such as object detection.

• But DCNNs are complicated “black boxes” and it is hard to understand 
what they are doing. They  do not have explicit representations of 
object parts and the spatial relationships between them.

• An alternative strategy is to represent objects in terms of 
compositions of object parts. DCNNs are trained to detect parts. Then 
we use explicit graphical models – including AND/OR graphs – to 
encode spatial relations and to enable part sharing.

•



Organization – Three Parts

• Part (I). Parsing Humans – joint detection.
• Xianjie Chen and Alan Yuille (NIPS 2014, CVPR 2015).

• Part (II). Parsing Animals -- Semantic Segmentation.
• Peng Wang, Xiaohui Shen, Zhe Lin, Scott Cohen, Brian Price, Alan 

Yuille (ICCV 2015).
• Part (III). Parsing Humans – Semantic Segmentation.
• Fangting Xia, Jun Zhu, Peng Wang, Alan Yuille (CVPR 2016).



Part I: Parsing Human – Joint Detection

• In this project, the parts are joints (e.g., elbows, wrists, shoulders,…).
• Graphical models are used to represent spatial relationships between 

the parts.
• Part sharing is used to enable efficient inference when the human is 

occluded.
• X. Chen and A.L. Yuille (NIPS 2014, CVPR 2015).
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Performance Summary























Parsing People by Flexible Compositions. (Chen 
and Yuille CVPR 2015).

• In realistic images many object parts are occluded.

• Previous graphical model are robust to only a few occlusions.

• Prior – observed nodes of graphical model are often connected.

• Strategy: extend the method used in NIPS 2014 to deal with 
occlusion.









Model

• Base Model: as before.
• Introduce decoupling terms
• Penalties for missing terms 



Inference

• There are many different models – no. of connected subtrees of the 
graph.

• But inference is efficient because of part-sharing.
• Inference is only twice the complexity of the base model:
•



Evaluation

• “We Are Family” (WAF) Dataset
• 525 images, six people per image on average. (350/175 train/test).



Diagnostics





From 2D to 3D.

• Pose detection – with and with occlusion.
• Prior – connected parts – for occlusion (validated on WAF)
• Efficient inference despite occlusion – due to part sharing.

• Note: detection of pose is important for many applications.
E.g., estimating of 3D structure (C. Wang et al. 2014), action 
recognition (C. Wang et al, 2013, 2014).



Summary of Part I: Parsing Humans -- Joints

• Detection of object parts (joints) in presence of occlusion. DCNNs for 
detecting parts, graphical models to impose spatial relations, efficient 
inference using dynamic programming.

• The detected parts can be used to estimate 3D structure of humans 
from a single image and enable action recognition.

• Limitations. Objects are represented in terms of joints only. This 
becomes problematic in some human configurations. 



Part II – Parsing Animals – Semantic Segmentation

• Detecting and Parsing of Animals. Semantic Segmentation.

• The parts are heads, arms, torsos, legs, tails.
• The parts are shared between different animals.
• We perform semantic segmentation – i.e. labeling the pixels of each 

part.

• P. Wang, X. Shen, Z. Lin, S. Cohen, B. Price, A. Yuille. ICCV 2015.



The Task 

Detect and Parse Animals:
Jointly infer the object segmentation and part 

segments

Original 
image

Object mask Part mask



Motivation

• Detecting parts can improve object detection:
Strongly supervised DPM [Azizpour et.al ECCV 
2012]
Detect what you can [X. Chen et.al CVPR 2014]
...

• The same intuitions apply to segmentation, 
Parts need less context and can provide finer 
boundaries
Object needs long range context, but miss details.
Parsing and segmenting objects in term of parts give 
rich descriptions suitable for many visual tasks. 



The Framework

Our method is performed using two stages: 
Object and Part potentials  -- make proposals for parts.
Fully connected CRF – spatial relations and part sharing.



Part Sharing:
Semantic compositional parts (SCP)

We use part sharing to reduce the amount of computation.
lop ∈ {horse-head, horse-body, horse-leg, horse-tail, cow-head, cow-leg, cow-body, cow-tail}



SCP segments proposal
Parts are detected despite the difficulty of the data.



Joint FCRF: representing spatial relations

Two layer neural network, with features from 

Context potential
Relative spatial position
Geodesic and Euclidean distance



Experiments

Data (3 Dataset derived from our PASCAL part  
[X. Chen et. al CVPR 2014])

Horse-Cow Data  
The Quadrupeds Data 
Pascal part benchmark 


Comparison
Semantic part segmentation (SPS) [J. Wang and A.L. 
Yuille CVPR 2015]
Hypercolumn [Hariharan et.al CVPR 2015]
FCN for object segmentation [Long et. al CVPR 
2015]



Horse-Cow Data
Data from SPS, segment horse and cow parts given 
bounding box. 



The Quadrupeds Data

5 animal classes from PASCAL



Pascal part benchmark 

Quadrupeds part segments from Pascal test set



Qualitative results 



Summary Part 2: Animal Parsing, Semantic 
Segmentation

Detect and semantically segment object parts.

Limitations: Occlusions, Small Ambiguous Parts 
(e.g., Tails).



Part III: Parsing Humans – Semantic Segmentation.
Pose-Guided Human Body Parsing with Deep-Learned 

Features

Fangting Xia, Jun Zhu, Peng Wang and Alan Yuille



Motivation

Presenter
Presentation Notes
The purpose of this work is to parse human body parts with a unified And-Or graph model, by combining two different kinds of state-of-the-art part models (Xianjie’s pose joint estimation work and Peng’s FCNN part segmentation work). 
Left: pose joint prediction by Xianjie’s model; Right: pixel-wise part labeling by FCNN.
Pose-guided part segment proposal generation. Left: without pose information; Right: with pose information.
Part ranking and selection. Left: top-ranked part proposals without using pose and deep FCNN cues; Middle: top-ranked part proposals by using pose cues only; Right: top-ranked part proposals by using both pose and deep FCNN cues.
Final results. Left: without using pose and deep FCNN cues; Middle: using pose cues only; Right: using both pose and deep FCNN cues.




The Human Parsing Pipeline

Pose Context Feature  

Presenter
Presentation Notes
Our human parsing pipeline mainly consists of three successive steps: 
 Pose-guided part segmental proposal generation (‘Segment Generation’ in the figure); 
 Part segment proposal ranking and selection; 
 Part Assembling by And-Or graph.

The features used for representing part segment proposals can be three categories:
 Traditional appearance features (second-order pooling feature, skin color feature);
 Pose-based feature (The pose context Feature);
 Deep-learned feature (The deep FCNN potential feature).



The AOG model for part assembling 



The AOG Model

leaf vertex

non-leaf vertex

Presenter
Presentation Notes
Left panel: Illustration on the structure of vertices in AOG. (a) leaf vertex; (b) non-leaf vertex. The symbols of OR, AND and T represent the Or-node, And-node and terminal node respectively. Please see Eqn. (5) and Eqn. (6) about the notations of model parameters.

Right panel: Score function of our AOG model. Equ.(4): the global scoring function of AOG; Equ.(5): the scoring function of unary term; Equ.(6): the scoring function of pair-wise term; Equ. (7) and Equ. (8) correspond to the terms of parent-child pairwise edges and side-way edges.



The Pose Context Feature



The Unary Part Prototypes Learned 
from Pose Context Feature

Presenter
Presentation Notes
The learned part types/clusters (6 in total) for face class. 
 frontal face or back face; 
 frontal/back face on the left; 
 side face on the left. The other 3 unshown clusters correspond to the symmetric patterns w.r.t. the ones shown above.




The Pairwise Part Prototypes Learned 
Fromm Pose Context Feature

Presenter
Presentation Notes
The learned types (8 in total) for a part pair upper-clothes and lower-clothes. 
(1) the person with short sleeved upper-clothes and short pants. 
(2) the person with short sleeved upper-clothes and long pants. 
(3) the person with long sleeved upper-clothes and long pants. The other 5 types correspond to different viewpoints of the ones shown above.




The Effect of Pose Cues for Part 
Segment Proposal Generation

The Recall and Average IoU of Our Segment Proposals

Presenter
Presentation Notes
To evaluate the effectiveness of pose cues for part segment proposal generation, we compare our pose-guided segment proposal method with the baseline
proposal algorithm, i.e. the RIGOR algorithm [10], which is a faster substitute of the CPMC proposal [3] typically used by previous parsing approaches [7].

For evaluating the proposal algorithms, two standard criteria are used, i.e. average part recall (APR) and average part oracle IoU (AOI). The first measures how much portion of the ground truth segments is covered by the proposals, and the second measures the best IoU we can achieve given the proposals.

In this figure, we show the results on Penn-Fudan test data. Specifically, we plot the APR and AOI w.r.t. the number of proposals up to 2000 segments. As
shown in the figure, compared with the RIGOR algorithm, ours (RIGOR + POSE) significantly improves the quality of part segment proposal by over 10% in average, which
contributes much to our final performance.

For each image, we select around 800 non-similar segments from the 2000 proposals. In the table, we list the APR and AOI score of the segment pool composed of the
selected 800 segments, capable of achieving the accuracy as high as that of the original 2000 proposals.



The Effect of Various Features (Comb.) 
for Part Proposal Ranking and Selection

Top-1 (upper row) and top-10 (lower row) AOI scores of part ranking models

PCF

PCF

Presenter
Presentation Notes
Comparison of four part models by average part oracle IoU (AOI) score (%) for top-1 ranked segment (top) and top-10 ranked segments (bottom). 
Models are numbered as (1) to (4), from top to bottom.
(1): o2p + skin
(2): o2p + skin + PCF (pose context feature)
(3): o2p + skin + PCF + C-PCF (coded pose context feature)
(4): o2p + skin + PCF + deep potential (deep FCNN feature)




Investigating The Effect of AOG for 
Part Assembling

Naive assembling: using only the unary terms and basic geometric common sense 
constraints (e.g. upper-clothes and lower-clothes must be adjacent). 
Basic AOG: using only the unary terms and the parent-child pairwise terms, without the 
side-way pairwise terms between parts. 
Ours: using all potentials together (including the unary terms, the parent-child pairwise 
terms, and the side-way pairwise terms).
Ours (w/o pruning): the results of our model without greedy pruning. The pruning only 
brings ignorable decrease in performance while it reduces the inference time from 2 
min. to 1 sec. per image.



Comparison to The State of The Art

Comparison of our approach with other state-of-the-art algorithms over the 
Penn-Fudan dataset. The Avg means the average without shoes class since it 
did not included in other algorithms.



Qualitative Results



Qualitative Result Comparison Between 
Our Method and FCNN



Some Failure Cases of Our Method

Failure cases of our algorithm on Penn-Fudan dataset. For each case, the original 
image (with pose prediction), ground truth, and our parsing result are displayed 
from left to right.



Summary of Part III: Human parsing – semantic 
segmentation

• Parsing humans is more difficult than parsing animals –
because human’s wear clothes, and there are many choices of 
clothes.

• Our approach uses deep networks for joints (X. Chen and A.L. 
Yuille), pose-context features, appearance cues (including deep 
networks for large parts).

• AND/OR graph is used to allow us to model the large number 
of possibly configurations of humans. 



Summary

• This talk illustrated a research where we represent objects as 
compositions of object parts.

• We use deep convolutional neural networks (DCNNs) to make 
proposals for the parts. The parts can either be human joint (e.g., 
elbows) or animal parts (e.g., head and torso).

• Graphical model are used to capture spatial relations between object 
parts and to enable part sharing (e.g., horse torso and cow torso).

• This approach gives state of the art results on benchmarked datasets.
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