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Three Levels of Vision

e Low-Level:
o Edge detection

o ..
e Mid-Level:
o Depth estimation
o ..
e High-Level:
o Image classification
o  Object detection
o  Semantic segmentation
o ..
o IS THERE MORE?



Vision and Language

e High-level vision is basically about semantics
e \We use natural language to express semantics

e Using “person, bicycle, car, horse” to describe a scene is fundamentally limited
e In general, we will need phrases, sentences, paragraphs...



Tasks

Image Captioning . Image Retrieval
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giraffe on right I How many giraffes?



Neural Network for Vision

e |Intuition:

o Local regions are grouped together
o The same operation can be applied across different locations

e Convolutional Neural Network (CNN):
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Neural Network for Language

e Intuition:
o There is a “state” that summarizes everything in history
o The same operation can be applied across different time steps

e Recurrent Neural Network (RNN):
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http://colah.github.io/posts/2015-08-Understanding-LSTMs/




Standard RNN
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The repeating module in a standard RNN contains a single layer.

http://colah.github.io/posts/2015-08-Understanding-LSTMs/




Long-Short Term Memory (LSTM)
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The repeating module in an LSTM contains four interacting

layers.

http://colah.github.io/posts/2015-08-Understanding-LSTMs/



Encoder RNN vs Decoder RNN
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Tasks

Image Captioning . Image Retrieval
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Image Captioning

X ‘W » A boy feeding a giraffe
&




Neural Network Model Design

e Input: e Output:
o Domain? o Domain?



Neural Network Model Design

e Input: e Output:
o Domain: Vision o Domain: Language
o Model? o Model?



Neural Network Model Design
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Neural Network Model Design

e Input: e Output:
o Domain: Vision o Domain: Language
o Model: CNN o Model: RNN/LSTM
o Need spatial: Probably no o Encoder/Decoder: Decoder
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https://www.analyticsvidhya.com/blog/2018/04/solving-an-image-captioning-task-using-deep-learning/



Demo!

e htips://www.captionbot.ai/, powered by Microsoft



https://www.captionbot.ai/

Referring Expression

giraffe on right
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Neural Network Model Design

e [nput: e Output:

o Domain: Vision & Language o Domain: Vision
o Model: CNN & RNN/LSTM o Model: CNN
o Encoder/Decoder: Encoder o Need spatial: Yes
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Hu, Ronghang, Marcus Rohrbach, and Trevor Darrell. "Segmentation from natural language expressions." In ECCV, 2016.



Demo!

e http://vision2.cs.unc.edu/refer/comprehension, powered by UNC



http://vision2.cs.unc.edu/refer/comprehension

Visual Question Answering
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How many giraffes?
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Neural Network Model Design

e Input: e Output:
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o Model: CNN & RNN/LSTM o Model: MLP or RNN/LSTM
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Neural Network Model Design

e Input: e Output:
o Domain: Vision & Language o Domain: Language
o Model: CNN & RNN/LSTM o Model: MLP or RNN/LSTM
o Need spatial: Probably no o (If RNN/LSTM)
o Encoder/Decoder: Encoder Encoder/Decoder: Decoder



Neural Network Model Design

e Input: e Output:

o Domain: Vision & Language o Domain: Language
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Demo!

e hitp://vga.cloudcv.org/, powered by Georgia Tech



http://vqa.cloudcv.org/

Other tasks?

e E.g., language as input, vision as output. What is a good name for this task?



Other tasks?

e E.g,language as input, vision as output. What is a good name for this task?
L Conditional Image Synth95i53 this small bird has a pink this magnificent fellow is

breast and crown, and black almost all black with a red
primaries and secondaries. crest, and white cheek patch.

the flower has petals that this white and yellow flower
are bright pinkish purple have thin white petals and a
with white stigma round yellow stamen

Reed, Scott, Zeynep Akata, Xinchen Yan, Lajanugen Logeswaran, Bernt Schiele, and Honglak Lee. "Generative adversarial text to image
synthesis." arXiv preprint arXiv:1605.05396 (2016).



Take-home Messages

e When vision goes to high-level, it seems eventually inevitable to involve
language

e Inthe deep learning era, CNN is usually used for the vision domain, and
RNN/LSTM is usually used for the language domain

e Many fun tasks (image captioning, referring expression, visual question
answering) with vision and/or language as input/output



Thank you!




