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Overview ________ Methods

What is in the HABLex dataset? _ - - Saseline system: First train on general domain data,
. 1. Continued Training (CT) Bilingual (domain-adapted)  then fine-tune on Patent data.
- Human-generated alignments of words and phrases. - Incorporation at training time < Lexicons
- Development and test set.
» Standard CT Baseline frpen e
When to use the HABLex dataset? Continued, Integrated — —

+ Elastic Weight Consolidation: s Training  Model . .
e dle] (Continued™ LEEEEITIE

Benchmarking methods for bilingual lexicon integration into (EWC; Thompson et al., 2019) Model B L Model
neural machine translation. Train a neural network to learn a new task without
catastrophic forgetting. . .
Why is bilingual lexicon integration desirable? Recall: Perctel?tagi of the t‘t”Ie the s;;steml ?ct.’tPUt
contains the correct lexicon translation.
° h|gh_tech VOcabu|ary e lowW resource 2. Constrained DeCOding (CD) Bilingual Ru-En | Ko-En . Zh]-En
» user requirement » improve rare word translation - Incorporation at inference time Lexicons 42 35 45
| | — S——— 33 30 42
What are the challenges of bilingual lexicon integration? Dynamic Beam Allocation  EEEIIIS (= N\ REC Srainedy o 34 25 39
(Post and Vilar, 2018) Model Beam — 30 20 36
- Arbitrary dictionaries have problems: Limitation: work on lexical Search 26 15 33
e.g. overlap entries, ineffective constraints with one translation. o o o
- Hard to evaluate only based on BLEU. » Oracle choice: use the right lexical translation
In need of bilingual lexicons tailored to dev and test set. « Random choice: pick one random lexical translation = 82 82 82
5 64 64 64
2
1ABLex Datase 46 46 46
\ w_ e . . BL . CT (standard) B CT (+EWC)
o &R TR Eﬁﬂijé o ggp;?.l?. atent . CD(Random) M CD (Oracle)
alignment ) .
reference The present invention is used for flexible die forming a plate . X\;O;;iél;’teeg:icrtslfal Property Organization (WIPO) COPPA-VZ . ;‘g HABLex Dataset
lexical entry  3REE <« flexible die Russian -> English, Korean -> English, Chinese -> English g 5232 ----- e .
Two-step process: Development Test
1.ldentifying rare words on the source side of the test and Entries Sentences Entries  Sentences Flha
development sets. Ru 9040 2412 3001 2149 § 60 ——with EWC
2.Human annotators correcting or validating automatic Ko 5593 1744 5595 1756 = 40 o rwithout EWC
alignments of the identified words. Zh 1773 385 2289 1025 | 100 200 999 http:/ /www.cs.jhu.edu/
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