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21.1 Introduction

Today we're going to go back to the world of network design (which we haven’t looked at since
GROUP STEINER TREE) and study a problem known as STEINER FOREST, or what the book calls
GENERALIZED STEINER TREE. The relationship between STEINER FOREST and STEINER TREE is
in some sense like the relationship between MULTICUT and MULTIWAY CUT, as we will see. More
importantly, STEINER FOREST is one of the most famous and classical examples of a primal-dual
algorithm, which is what we’re going to see today.

21.2 Definitions

STEINER FOREST is defined as follows:

e Input:
— Graph G = (V,E)
— Cost function c¢: £ — Rt

— Pairs (s1,t1),- -+, (Sk, tg) of nodes
e Feasible solution: F' C E such that (V| F') contains an s;-t; path for all i € [k].

e Objective: min ) . c(e)

The problem gets its name because it is easy to see that the optimal solution is a forest. This can
be thought of as the “opposite” of MULTICUT: we’re given a bunch of pairs, and instead of cutting
them, we need to connect them.

Definition 21.2.1 Let S; = {S CV : |SN {s;,t;}| = 1}. And let S = UF_,S;.

This gives the following obvious LP relaxation.

minimize: Z cle)xe

ecE

subject to: Z z.>1 VSeS
)

Te >0 Vee R



When we take the dual of this LP, we get the following.

maximize: Z Ys
SeS
subject to: Z ys < cle) VeeFE
SeS:e€d(S)

ys > 0 vSesS

21.3 Algorithm

Let’s use this LP and its dual to design a primal-dual approximation algorithm. The first question,
as always for a primal dual algorithm, is which dual variable(s) should we raise? Taking inspiration
from what we developed last time for s — ¢ shortest path, we’re going to raise the variables of
connected components. But for the first time, we're going to raise multiple dual variables at the
same time. With those ideas in mind, the following algorithm should be pretty natural. It is
basically due to Agrawal, Klein, and Ravi [AKR95], although they phrased it without duality. The
analysis through duality is due to Goemans and Williamson [GW95].

Algorithm 1
F=0,7=0,j=1
while F}; not feasible do
Let C; = {S € S : S component of (V, Fj)} be the components of (V, F}) that are also sets in
S.
Increase all yg : S € C; uniformly until Je; € §(5), S € C; such that constraint for e; is tight,
Le. Y gese;ens) Ys = clej)-
Let A; be the amount we raised each yg (for S € Cj;)
Fjp1 = FjU{ej}.
j=Jj+1L
end while
F=F
for k=j—1to1do
if F'\ {ex} is feasible then
Remove e from F
end if
end for
return F.

21.4 Analysis

21.4.1 Initial Observations

Lemma 21.4.1 ¢ is always dual feasible.



Proof: ¢ = 0 is feasible at the beginning. At each iteration, we will increase yg until some
constraint is tight for e € E. And such e will be inside the component in the following iterations
so its dual constraint will remain tight (not violated). [ ]

Lemma 21.4.2 This algorithm is polytime.

Proof: There are at most |E| iterations and at most n active components in each iteration. So
there are at most n|E| nonzero dual variables, so we can just keep track of them (even though the
total number of dual variables is exponential). And each iteration can be computed in polynomial
time by directly computing the amount we can raise the active dual variables until a constraint
becomes tight (rather than the more continuous way the algorithm was presented) [ |

Observation 21.4.3 Final pruning is necessary.

Proof: Consider the star graph where s; is in the center connected to vy, - -« ,v,_o with costs all
1 and connected to t; with cost 3. Then without the final pruning, the algorithm would buy the
entire star rather than just the {si,¢1} edge. |

21.4.2 Main Analysis

For the rest of the lecture, we're going to focus on proving the following theorem:

Theorem 21.4.4 The Primal-Dual algorithm is a 2-approximation.

In order to prove this, the main technical tool that we’re going to use is the following lemma:
Lemma 21.4.5 > gco [F'N6(S)] < 2ICj| for all iterations j (note that F' is the final F', not any
F;).

Before we prove this lemma, let’s see how it implies the theorem. First, note that

Dele)=>" > ys=_16(5)NFlys

ecF e€lF SeS:ecd(S) Ses

To analyze this, let’s prove another claim.

Claim 21.4.6
D 16(S) N Flys <2 ys (21.4.1)

SeS Ses

Proof: Let’s do induction on the iterations of the algorithm. Initially, since y = 0 both sides of
(21.4.1) are equal to 0. Now consider some iteration j, and suppose that (21.4.1)) is true at the

beginning of the iteration. Let A; denote the amount that we increased the active dual variables
(the moats) at this iteration. Then the left hand side of (21.4.1)) increases by

D 18(S) NFIA; <2(C51A;,
SGCj

where the inequality is from Lemma [21.4.5

On the other hand, the right hand side of (21.4.1)) increase by exactly 2|C;|A;. Thus by induction,
(21.4.1)) continues to hold. [ |



Thus we have that

D ele) <2 ys <2-OPT,

ecF SeS
where the final inequality is from weak duality.

21.4.2.1 Proof of Lemma 21.4.5]

A simple induction implies that F} is a forest for all j. Now fix some time j, and consider the graph
Gj = (V}, E;) defined as follows:

e Vj has a vertex for each connected component of (V, F}), and

o E;={{S,T}:3Juec S,veTst {uv}eF}

Note that every edge in E; corresponds to ezactly one edge in F' (the existential is satisfied by
exactly one edge), since otherwise there would be a cycle in F'. Recall that C; C V; are the set of
active components at time j, i.e., the connected components that are also in S. So another way of
stating Lemma is that the average degree of nodes in C; in G is at most 2.

So let’s think about C; and G;. First, clearly G is a forest, since it can be constructed by starting
with a forest (F' before the pruning) and then contracting all edges in F; and deleting all edges
that were removed by the pruning.

Lemma 21.4.7 Let S € V; have degree 1 in G;. Then S € C;.

Proof: Suppose that S ¢ C;, and let e be the unique edge incident on S in G;. Since S ¢ C; but
is in Vj, by definition § € S. Thus S does not separate any s; from ¢;, so in the final pruning we
would have removed e from F'. This is a contradiction, since e € F.. Thus S € C;. [ ]

So consider the forest GG;. For every tree in G, all the leaves are in C;. It turns out to be a fact
about trees that if you include all of the leaves, the average degree is small.

Lemma 21.4.8 Let T be a tree. If S C V(T) contains all leaves in T, then
Proof:

Z d(v) Z d(v Z d(v) = ) —1) Z d(v (number of edges in a tree)

veS ( )S2|S‘

vES veV (T vgS v S
< 2(|V( ) —1)=2(|V(T)| —|S]|) (all non-S nodes are non-leaves)
=2|S| — 2 < 2|5|
as claimed. -

Lemmas 21.4.7 and 21.4.8 imply that the average degree of nodes in C; is at most 2 in G;, which
implies Lemma Slightly more formally, we have

D IFNG(S) =D da,(S) <2(¢)],

SECJ' SEC]'

where dg,(S) denotes the degree in Gj of S (which is a single node in Gj). This completes the
proof of Lemma and thus the proof of Theorem



21.5 Extensions and Open Questions

The approximability of STEINER FOREST is still open, and is one of the most fundamental network
design problems for which there are still gaps. In particular, this 2-approximation is still the best
known approximation ratio, while the only hardness result we have is that it is APX-hard (and
thus there is some constant ¢ > 1 such that it cannot be approximated to ratio better than c).
But whether it is possible to do better than 2 is still an important open question. Note that for
STEINER TREE there is a very easy 2-approximation (compute an MST on the metric closure),
but with more work it is possible to do better. Is STEINER FOREST actually harder than STEINER
TREE? We still don’t know.

There are numerous extensions of STEINER FOREST which make the problem far more difficult.
For example, in the STEINER k-FOREST problem we are also given a parameter k, and are asked to
connect at least k pairs rather than all of them. The best-known algorithm for this is an O(y/n)-
approximation [GHNRI10]. For the special case where c(e) = 1 for all e € E, we can do slightly bet-
ter: Guy Kortsarz, Zeev Nutov, and I gave an O(n%(7_4‘/§)) ~ O(n%#772)_approximation [DKN17].
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